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Abstract: Due to their high mechanical properties such as, light weight, high strength, relatively low 

cost, composite materials have attracted the interest of researchers to develop and improve new 

materials with cheaper cost to get better performance than the known alloys and individual materials. 

The effect of adding different nanomaterials with different weight percentage on the mechanical 

properties of chopped E-glass fibers reinforced epoxy composite has been studied. Mechanical 

properties, specifically (impact strength) are studied by the change in the nanomaterial content to study 

the behavior of the composite material when it is subjected an impact load. Three different weight 

fractions (0.5, 0.75, and 1wt.%) for the nanomaterials at 8wt.% of E-glass chopped fibers are studied in 

this research. Three types of nanomaterials were investigated (MWCNTs, GNP, and mixture of 

MWCNTs with GNP). Charpy impact test were done to the samples and results revealed that adding 

nanomaterials to the composite gives a significant enhancement for the impact strength. The best result 

achieved when adding a mixture of 0.5wt% MWCNTs and 0.5wt% of GNP that gave an enhancement 

of 407% compared to neat epoxy sample and a 244.7% compared to epoxy with 8wt.% chopped fibers. 

Keywords: Epoxy; Composite; Chopped Fibers; Impact Strength; MWCNTs; GNP. 

1. Introduction

Composite materials are formed by combining of two or more materials to create new materials

with improved properties, typically including higher stiffness, reduced weight, and increased strength. 

These materials consist of two distinct phases: the matrix phase, which typically acts as the continuous 

phase, and the dispersion phase, which acts as the reinforcement phase[1]. Epoxy resin, a thermoset 

polymer, is commonly used as a matrix in composite materials. Epoxy resin, known for its adhesive 

properties, is used for bonding objects and surface coatings. It is widely available and finds 

applications in various industries, including the automotive and aerospace sectors[2,3]. E-glass fibers, 

in various forms such as long fibers and chopped fibers, are commonly used as reinforcing materials 

with epoxy. These fibers are valued for their lightweight nature, cost-effectiveness, and exceptional 

properties, making them a popular choice among researchers[4]. In addition to conventional fiber 

reinforcements, other materials such as graphene nanosheets (GNPs) and multi-walled carbon 

nanotubes (MWCNTs) can also be used to enhance the mechanical properties of composites. 

Graphene, known to be the thinnest material at just one atom thick, is among the innovative 

nanomaterials that researchers are exploring to improve composite performance[5]. GNPs defined as 

short stacks of graphite layers that have recently been developed [6]. It exhibits greater strength than 

steel and is known for its excellent thermal and electrical conductivity, among other notable 

properties[5]. MWCNTs, another form of carbon nanomaterials, have a hollow, cylindrical structure. 

MWCNTs are known for their exceptional mechanical and physical properties, and are often proposed 

to enhance the interface between fibers and matrix in composite materials[5,7].   

Investigating the mechanical properties of composite materials reinforced with chopped fibers has 

garnered considerable interest among researchers:  

N. Ozsoy et al.[8], studied the influence of reinforcing epoxy resin with chopped carbon fibers on

various mechanical properties including the impact strength. Different weight fractions of fibers (6%,

8%, and 10% by weight) were utilized. The results revealed that the addition of chopped fibers to the

epoxy resin led to increase the impact strength significantly, reaching a maximum enhancement of

430%, with the incorporation of 8% by weight of fibers. Subsequently, the improvement ratio
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decreased as the fiber content increased, attributed to the epoxy's inability to effectively accommodate 

higher fiber loads. P. C. Jena [9], investigated the mechanical properties of polyester resin composite 

reinforced by short natural fibers (Bamboo fibers). Two different weight fractions (10, and 15 wt.%) 

for fiber content were examined. The results indicate that the impact strength increased by increasing 

the fibers content. S. Turaka et al. (2021). [10], investigated the effects of adding nanomaterials 

(MWCNTs and graphene Nano powder) to epoxy composites reinforced with E-glass fibers on the 

mechanical properties. They tested two types of fibers: unidirectional and woven types with different 

orientations, along with three ratios of the nanomaterials (0.1, 0.2, 0.3 wt. %). Two types of impact 

tests, Izod and Charpy tests, were conducted with two types of specimens (notched and unnotched). 

The results showed that the addition of a mixing combination of graphene with the MWCNTs at 

0.2wt.% yielded the best impact strength (notched type), with improvements of 927.7%.  

The present work aims to investigate experimentally the effect of adding different types of 

Nanomaterials, with varying weight fractions, on impact strength of composite materials reinforced 

with chopped fibers. It focuses on detection the optimal mixing ratio for get better enhancing for 

impact strength. 

2. Materials and Methods

2.1 Materials Used 

Epoxy resin Renfloor HT 2000 (2:1) is used as the matrix of the composite (shown in figure 1a). 

The reinforcement materials are: Chopped E-glass fibers with different lengths of (3, 6 mm) with 

density of 2.56 g/cm3, (shown in figure 1b). Two types of Nano materials used; Graphene Platelet 

Nano powder with an average particle diameter of 15 µm, a thickness of 6-8nm and a specific area of 

120-150 𝑚2/g and Multi-Walled Carbon Nanotubes with length of 10-30 µm, outer diameter of <10

nm and a specific surface area of >110𝑚2/g. The properties of the utilized materials are tabulated in

table 1.

(a) (b) 

Figure 1. Utilized materials of the composite 

Table 1. Utilized materials properties according to suppliers data sheet 

Type Density (kg/𝒎𝟑) Tensile strength (MPa) Modulus of elasticity (GPa) 

Epoxy 1050 27 2.8 

CGF 2600 3400 77 

MWCNTs 2100 140,000 1000 

Graphene 2300 130,000 1000 

2.2 Method of fabrication 

A glass mold (300 x 200 mm) and 3mm spacers as shown in figure 2 used for preparing the sample 

with following steps:   

a) Prepare the required quantity of the nanomaterial and the chopped fibers using a sensitive scale.

b) Mechanical mixing the epoxy/Nano mixture for around 15 minutes.

c) A sonication process was performed for 30 minutes to accomplish the fine particle [16].

d) After the sonication process the hardener added to the mixture and mixing them by magnetic stirrer

for around 3min minutes.
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e) The mixture poured to the mold gently to prevent bubbles formation and, then adding the chopped 

glass fiber with weigh ratio of 8%.  

f) The curing process for 24 hours and then putting the samples in an electrical oven for an 2hour at 

around 70Cofor post-curing process [17]. After the sample is ready CNC laser cutting machine were 

used to cut the test samples [18] to get the accurate dimensions according to ASTM standard. 

 

Figure 2. Fabrication steps 

2.3 Mechanical Characterizations   

 The Charpy impact test was performed to determine the absorbed energy, and consequently, the 

impact strength was calculated. The Charpy impact tester that consists of a pendulum mechanism, with 

a hammer weighing 2.05 kilograms attached to it, shown in (figure 3). The maximum capacity of the 

machine is 25 Nm with an impact velocity of 3.8 m/s. The specimen dimensions were (80x10x3) mm³ 

according to ISO 180. Three specimens were tested for each sample.[19] 

   

(a) (b) (c) 

Figure 3. (a) Impact test machine (b) Impact specimen under test (c) specimens before and after test. 

3. Results and Discussion 

 The results of the impact test of epoxy/MWCNTs are listed in table 2 and shown in figure 4a. The 

results indicate that at lower weight fractions, MWCNTs might start to agglomerate within the epoxy 

matrix. However, increasing the wt.% of MWCNTs improved the toughness of composite up to 14.5%. 

The precise control of MWCNT concentration is essential due to nanomaterials' unique characteristics. 

while increasing MWCNT content beyond 0.75% led to a diminishing improvement in toughness. This 

decrease in effectiveness could stem from uneven distribution or agglomeration of MWCNTs within 

the epoxy. Furthermore, MWCNTs activate a crack bridging mechanism inherent to epoxy/MWCNTs 

nanocomposites, serving as barriers that impede crack propagation. Consequently, the composite 

absorbs more impact energy, resulting in a remarkable enhancement of its impact strength. same 

behavior was obtained by S. Singh et al. [20]. Adding CGF on the other hand, which has high modulus 

   

(a) (b) (c) 

   

(f) (e) (d) 
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and strength, can restrict the movement of the surrounding epoxy matrix. Additionally, the tips of CGF 

act as points where stress concentrates and can initiate fractures. This results in a reduction in ductility 

and ultimate elongation of the composite but, conversely, enhances its modulus and strength. The 

impact strength of short fiber composites is affected by several factors, such as the plastic deformation 

and fracture of the fiber/matrix interface, along with fiber pull out or debonding.  

Table 2. Impact test results.  

Sample I.E (N.m) I.S (J/𝑚2) I.S Imp.(%) 

A/E 0.163 5433.3 0 

B/EF 0.24 8000 47.2 

C/E 0.5CNT 0.15 5000 -7.9 

D/E 0.75CNT 0.1867 6223.3 14.5 

E/E 1CNT 0.17 5666.7 4.3 

F/E 0.5GNP 0.17 5666.7 4.3 

G/E 0.75GNP 0.18 6000 10.4 

H/E 1GNP 0.19 6333.3 16.6 

I/EF 0.5CNT 0.25 8048.3 48.1 

J/EF 0.75CNT 0.26 9228 69.8 

K/EF 1CNT 0.367 11439.5 110.5 

L/EF 0.5GNP 0.27 9000 65.6 

M/EF 0.75GNP 0.26 8666.7 59.5 

N/EF 1GNP 0.25 8333.3 53.4 

O/E 0.5 hybrid 0.2 6666.7 22.7 

P/E 0.75 hybrid 0.29 4666.7 -14.1 

Q/E 1 hybrid 0.35 11666.7 114.7 

R//EF 0.5 hybrid 0.27 9827.1 80.9 

S/EF 0.75 hybrid 0.28 9677.4 78.1 

T/EF 1 hybrid 0.81 27574.5 407.5 

I.E: Impact energy, I.S: Impact strength , (%Imp.): improvement ratio  

The results of the impact test of epoxy/GNP are listed in table 2 and shown in figure 4b. The increase in 

impact strength could be attributed to the formation of micro-plastic deformation around the GNPs. 

Similarly, a comparable trend in increased impact strength, resulting from enhanced interfacial 

bonding between functionalized graphene nanoplatelets and the epoxy matrix. similar behavior was 

noted in by H. Shivakumar et al. [21]. The results indicate that the sample with 0.5wt.% of GNP 

exhibits the highest values in impact strength a maximum increasement of 65.6% compared to neat 

sample and a 12.5% compared to CGF sample. While a gradual decrease was found in impact strength 

when compared with 0.5wt.% GNP sample, the impact strength values of other GNP nanocomposites 

until 1wt.% remain higher than those of the CGF sample. Enhanced impact strength indicates stronger 

bonding between the matrix and fiber. Adding GNP improves adhesion at the interfaces between the 

filler, fiber, and matrix. However, this improvement diminishes gradually because of the uneven 

dispersion of GNP. Nonetheless, the interlocking mechanism between the epoxy and nanofiller 

remains crucial for enhancing fiber/epoxy composites. The results of the impact test of epoxy/hybrid 

nano materials are listed in table 2 and shown in figure 4c. The addition of hybrid nano materials of 

both MWCNTs and GNP resulted in a significant increase in impact strength representing an 

improvement of approximately 114.7% when adding (0.5wt.% MWCNTs + 0.5wt.% GNP) compared 

to the neat epoxy. The experimental results suggest that the suppression of crack growth in composite 

laminates is mainly attributed to the deflection of cracks by GNPs. As cracks begin to spread, GNPs 

interact to deflect them within the laminate layers, effectively impeding their advancement. 

Additionally, GNP primarily limits larger cracks formation, while MWCNTs hinder the dispersion of 

smaller ones. Therefore, the combined effect of MWCNTs and GNP reinforces the interlaminar energy 

of the fiber composite laminate.  The best result reached in this study was at 1wt.% of mixed MWCNTs 

and GNP with CGF. This represents a substantial enhancement of approximately 244.7% compared to 

CGF sample, and an overall enhancement of 407.5% compared to neat epoxy.  A combination of 

MWCNTs/GNPs hybrids increase the grip between the fibers and the matrix. When MWCNTs are 

mixed with GNP along with epoxy resins, the MWCNTs act like bridges across GNP layers and resin 

cracks.  
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(a) (b) 

 
(c) 

Figure 4. Results of Impact strength for: (a) Ep/MWCNTs & EP/CGF/ MWCNTs; (b) Ep/GNP & EP/CGF/ 

GNP (c); Ep/mixed hybrid nano & EP/CGF/ mixed hybrid nano. 

4. Conclusions 

 In this study, hybrid composites were utilized to investigate their effects on the impact strength. 

Where, epoxy resin was used as the matrix, chopped E-glass fibers as the microscopic reinforcements, 

and GNP and MWCNTs as the nanofillers. The comparing between the results was done for different 

samples, that including neat epoxy, ECGF, E/GNP, E/MWCNTs/, E/GNP/MWCNTs with three 

different weight fractions and also with and without the addition of a fixed CGF weight fraction which 

was 8wt% to obtain an optimum mixing ratio. The addition of small amount of MWCNTs had no effect 

on impact strength, while higher ratio will improve the impact strength due to super properties of 

MWCNTs especially in shock absorbent. On the other hand, adding CGF to E/MWCNTs enhanced the 

impact strength with the incensement of the Nano filler. Adding GNP to epoxy composite led to 

increase the impact strength linearly with content of GNP, while, the addition of CGF for the mixture 

led to a descending enhancement of impact strength with the incensement GNP compared to neat 

epoxy sample. The optimum mixing ratio was found when adding a mixture of (0.5GNP + 

0.5MWCNTs) that gave an approximate enhancement of 115%. While, adding CGF to the mixture 

increased the ratio up to 407%. The addition of MWCNTs alone to epoxy didn’t give the expected 

enhancement, while adding GNP to epoxy gives better enhancement to the impact strength and adding 

CGF produce negative effect.  
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Abstract: Researchers are interested in developing and improving new materials with high mechanical 

properties, such as light weight, high strength, and cost-effectiveness. Composite materials have 

emerged as a promising solution, offering better performance than traditional alloys and individual 

materials. This study focuses on studying the effect of adding different nanomaterials with varying 

weight ratios on the mechanical properties of epoxy composites reinforced with chopped E-glass fibers. 

Specifically, the study examines changes in tensile and flexural stiffness based on nanomaterial 

content. Three different weight fractions (0.5, 0.75, and 1 wt.%) of nanomaterials were added to the 

composites containing 8 wt.% chopped glass fibers. Three types of nanomaterials were studied: 

MWCNTs, GNPs, and mixtures of MWCNTs with GNPs. Tensile and flexural tests were done to the 

samples and the results revealed that adding nanomaterials to the composite gives a significant 

enhancement for the mechanical properties. The results revealed that the optimal tensile strength 

achieved by combining 0.25GNP + 0.25MWCNTs, resulting in 51.4% reinforcement. In addition, the 

most significant improvement in flexural stiffness was observed by blending the epoxy with 8 wt.% 

CGF + 1 wt.% GNP, resulting in an overall increase of 176.4%. also, a numerical investigation was 

done using the software program (ANSYS APDL 17.2) to model the flexural samples and the results  
were in good agreement with the experimental results. 

Keywords: Epoxy; Composite; Chopped Fibers; Tensile Properties; MWCNTs; GNP. 

 

1. Introduction 

 Composite materials are a combination of materials used to enhance the properties such as 

stiffness, strength, and low weight, and consist of two phases (matrix phase and a reinforcing phase) 

[1]. Epoxy resin, known for its adhesive properties, is widely used as a matrix in industries such as 

automotive and aerospace [2,3]. E-glass fibers, available in long and cut forms, are commonly used as 

reinforcements with epoxy due to their lightweight, low cost, and significant properties [4]. In addition, 

materials such as graphene nanoplatelets (GNP) and multi-walled carbon nanotubes (MWCNTs) 

further enhance the properties of composites. Graphene nanoplatelets, which are short stacks of 

graphite layers, provide superior strength and excellent thermal and electrical conductivity [5,6]. Multi-

walled carbon nanotubes, with their hollow cylindrical structure, enhance the mechanical and physical 

properties and improve the fiber-matrix interface [5,7]. N. Ozsoy et al. [8], investigated the effect of 

incorporating chopped carbon fibers into epoxy resin on various mechanical properties, including 

tensile and flexural strength. Different weight percentages of fibers were tested (6, 8, and 10 wt.%). 

The results indicated a decrease in tensile strength with the addition of chopped fibers to the epoxy 

resin. Conversely, there was a significant increase in flexural strength, peaking at 22% reinforcement 

with the inclusion of 8% by fiber weight. However, the reinforcement ratio diminished as the fiber 

content rose, as the epoxy struggled to effectively support higher fiber loads. S. Rahmanian et al. (2014) 

[9], used low weight fractions of micro and nanofillers on epoxy composite. They used short carbon 

fibers (SCF) with weight fractions (1, and 3wt.%) as the micro size reinforcement and at (0.1, 0.2, 0.3, 

0.4, and 0.5wt.%) Carbon nanotubes have also been grown on fibers through the chemical vapor 

deposition (CVD) method to produce short carbon nanotube-grown fibers (CSCF). They tested the 

tensile strength. The results revealed that the addition of both SCF or CSCF with low weight fractions 

gives a significant enhancement for the tensile strength. The best mixing ratio for the tensile strength 

was 0.3wt CNT 1wt.% CSCF. P. N. Wang et al. [10], investigated the effect of adding hybrid 
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nanofillers (GNP + MWCNTs) with three weight fractions (0.5, 1, and 1.5wt.%) on epoxy/carbon fiber 

composite. They examined the flexural strength, but before testing they tested different mixing ratios 

on tensile and flexural strength to obtain an optimum ratio. The results reveal that the best mixing ratio 

for the tensile test was 5:5 and the best result obtained for the flexural were 1:9 CNT/GNP. They finally 

took 1:9 as the reference ratio. The addition of hybrid CNT/GNP enhanced the flexural strength up to 

17.5% with the incorporating of 1wt.% of nanofillers and then start to decrease with the increasement 

of nano content.  

 This research aims to study the effect of different types and weight ratios of nanomaterials 

experimentally and numerically on the mechanical properties (tensile strength and flexural stiffness) 

of composite materials reinforced with chopped fibers, and to focus on determining the optimum 

mixing ratio to achieve the best improvement of these properties. 

2. Materials and Methods  

2.1 Materials Used 

 Epoxy resin Renfloor HT 2000 (2:1) is used as the matrix of the composite. The reinforcement 

materials are: Chopped E-glass fibers (CGF) with different lengths of (3, 6 mm) with density of 2.56 

g/cm3. Two types of Nano materials used; Graphene Platelet Nano powder with an average particle 

diameter of 15 µm, a thickness of 6-8nm and a specific surface area of 120-150 𝑚2/g and Multi-Walled 

Carbon Nanotubes with length of 10-30 µm, outer diameter of <10 nm and a specific surface area of 

>110𝑚2/g. The properties of the utilized materials are tabulated in table 1. 

Table 1. Utilized materials properties according to supplier’s data sheet 

Type Density (kg/𝒎𝟑) Tensile strength (MPa) Modulus of elasticity (GPa) 

Epoxy 1050 27 2.8 

CGF 2600 3400 77 

MWCNTs 2100 140,000 1000 

Graphene 2300 130,000 1000 

2.2 Method of fabrication 

 A glass mold (300 x 200 mm) and 3mm spacers as shown in figure 1 used for preparing the 

samples with following steps: 

 

Figure 1. Steps of samples preparation 

a) Prepare the required quantity of the nanomaterial and the chopped fibers using a sensitive scale. 

b) Mechanical mixing the epoxy/Nano mixture for around 15 minutes.  

c) A sonication process was performed for 30 minutes to accomplish the fine particle [11]. 

d) After the sonication process the hardener added to the mixture and mixing them by magnetic stirrer 

for around 3min minutes.  

e) The mixture poured to the mold gently to prevent bubbles formation and, then adding the chopped 

glass fiber with weigh ratio of 8%.  

   

(a) (b) (c) 

   

(f) (e) (d) 
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f) The curing process for 24 hours and then putting the samples in an electrical oven for an 2hour at 

around 70Cofor post-curing process [12]. After the sample is ready CNC laser cutting machine were 

used to cut the test samples [13] to get the accurate dimensions according to ASTM standard. 

2.3 Mechanical Characterizations   

 The mechanical properties (tensile, and flexural strength) were determined in this work. For the 

tensile test, the specimen dimensions, as specified in ASTM D638 [14], were utilized. A Universal 

testing machine (UTM), located at the College of mechanical Engineering, university of technology is 

used, and the maximum capacity of the machine is 50 kN. The test was conducted at a crosshead speed 

of 2 mm/minute. Three specimens were tested for each sample. The objective of the test was to 

determine the mechanical properties, including the Young's modulus, yield stress, and ultimate tensile 

strength. For the flexural test, Three-point bending test were done to determine the mechanical 

properties (stiffness, bending strength, and the deflection load). The test performed according to ASTM 

D790 [15]. A Universal testing machine (UTM), located at the College of materials Engineering, 

university of Babylon is used, and the maximum capacity of the machine is 5 KN. The crosshead speed 

were 2 mm/minutes and the depth-to-span ratio was 16:1. Three specimens were tested for each sample. 

2.4 Numerical models  

    To validate the experimental results a numerical model using software program (ANSYS APDL 

17.2) was done for this work. The model used the element solid Tetrahedral 187 node [16]. 20 different 

model were done for the same samples of the experimental work. Using the experimental young’s 

modulus and density values which are required in the software.  

 

3. Results and Discussion 

3.1 Tensile results 

 The tensile properties of epoxy/MWCNTs results are shown in figure 2a. As we can see, at lower 

weight fractions of MWCNTs the tensile strength gets a superior enhancement. While, at higher 

MWCNTs content the tensile strength decreased because the dispersion of the nano become more 

difficult due to agglomeration. Similar results achieved by A. Navidfar and L. Trabzon [17]. On the 

other hand, adding fibers to the epoxy/CNT composite reduced the tensile strength with compared to 

neat epoxy/CNT composite. This might be explained because the fibers were chopped and the matrix 

were not able to hold them together with the nano material as reported by N. Ozsoy et al [8]. The tensile 

properties of epoxy/GNP results are shown in figure 2b. It can be seen that the addition of GNP to the 

epoxy composite increased the tensile properties with the incorporation of 1wt.% of GNP. This 

indicates that the incorporation of GNP into the epoxy matrix led to strong interactions between the 

GNP and the matrix, resulting in restricted the movement of the epoxy composite. Same results 

obtained by H. Shivakumar et al [18]. It can also be seen from figure 2b. that the incorporation of CGF 

to the epoxy/GNP composite enhanced the tensile strength tensile modulus. The incorporation of GNP 

reduces the mobilty of the epoxy fiber interface, resulting in increased structural rigidity. While 

nanofills can be widely distributed with low weight fractions, they establish strong contacts with the 

matrix, which enhances the transfer of pressure to The Matrix. From the prievous results, we can 

confirm that GNP interact with the chopped E-glass fibers better than MWCNTs do. The tensile 

properties of epoxy/mixed hybrid nano materials results are shown in figure 2c. It can be seen that at 

low weight fraction the tensile strength enhanced significantly up to 51.4% with the addition of 

0.5wt.% of hybrid (GNP + MWCNTs). Same result achieved by A. Navidfar and L. Trabzon [17]. The 

enhanced contact area between the hybrid nanofillers and the matrix facilitates load transfer during 

tensile testing. MWCNTs can act as elongated tentacles within the 3D hybrid structure, intertwining 

with polymer matrix chains to promote the interaction between MWCNTs, GNP, and epoxy Matrix. 

With further increase of nano wt.% the tensile strength start to decrease because of agglomeration of 

the MWCNTs with higher content as we saw in the results of neat epoxy/MWCNTs samples. On the 

other hand, adding chopped fibers were not really effective with compared to neat epoxy/hybrid nano 

fillers. And, the reason of that the matrix could not hold the hybrid mixture of nano materials with the 

chopped fibers. where the fibers weight fraction and orentation are more effective factors on the nature 

of tensile strength than the nano fillers. 

3.2 Flexural results 
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    The flexural properties of epoxy/MWCNTs results are shown in figure 2d. As we can see, at lower 

weight fractions of MWCNTs added to epoxy composite it shows a significant enhancement on the 

flexural properties (flexural stiffness and flexural modulus). The high aspect ratio of carbon nanotubes 

is a critical factor in enhancing the flexural properties of MWCNTs polymer nanocomposites. Further 

increase in MWCNTs content led to decrease the flexural properties. The reason of that is, in high- 

fractions, MWCNTs tend to agglomerate and tangle with each other. On the other hand, adding 

chopped E-glass fibers also showed a significant effect on the flexural strength with the addition of 

0.5wt.% MWCNTs. With further increase the properties start to decrease. The decrease in the flexural 

properties of the epoxy/CGF/MWCNTs composite exceeding 0.5wt.% of MWCNTs is primarily due 

to the agglomeration and uneven dispersion of MWCNTs inside the laminates. But as we can see 

adding chopped fibers were less effective than neat epoxy/MWCNTs composites. The flexural 

properties of epoxy/GNP results are shown in figure 2e. as observed from the results, the flexural 

properties enhanced with the addition of GNP until 1wt.%. The enhancement of flexural properties is 

associated with improved dispersion and exfoliation of GNPs within the Epoxy matrix, resulting in 

increased stress transfer efficiency and a more effective strengthening effect. Same behavior achieved 

by H. Shivakumar et al. [18]. On the other hand, the addition of CGF enhance the flexural properties 

notably up to 176.4% and 270.1% for flexural stiffness and flexural modulus, respectively. Which is 

the highest enhancement achieved in this work. GNP nanoparticles restrict the mobility of fibers over 

the epoxy matrix and limit the epoxy chain movements. Same behavior achieved by A. Namdev [19]. 

The flexural properties of epoxy/mixed hybrid nano materials results are shown in figure 2f. it was 

observed that the addition of hybrid nano materials (GNP + MWCNTs) improved the flexural 

properties. The improvement in properties can be attributed to the formation of a 3D network resulting 

from the synergistic effect of GNP and MWCNT. The elastic movement of MWCNT prevents 

aggregation of the GNP interlayers, creating a larger surface area and contact area between the filler 

and the epoxy resin. Also The entanglement and compatibility between CNTs and GNPs are the main 

reason to the enhancement of the proerties. Similar behavior obtained by A. Kumar et al. [20]. On the 

other hand, the addition of CGF increased the flexural properties with the addition of 0.5wt.% of hybrid 

mixed nano materials. With further increase the flexural properties start to decrease. Same trend were 

found as for the tensile properties. 

Table 2. tensile and flexural results 

Sample UTS(%Imp) TM(%Imp) TYS Exp. def. N. def.(% Exp/N) F.Stiff.(%Imp). FM(%Imp) 

A/E 14(0) 2.75 (0) 12.94 1.9 2 (-5.1) 33.2 (0) 2.95 (0) 

B/EF 14.2 (1.4) 3.16 (14.9) 13.67 1.3 1.5 (-8.5) 38.2 (15.2) 3.77 (28) 

C/E 0.5CNT 20.3 (45) 5.5 (100) 17.1 0.74 0.78 (-5.3) 66.7 (100) 6.76 (129) 

D/E 0.75CNT 19.1 (36.4) 5.2 (89.1) 16.79 0.062 0.67 (-7.2) 62.7 (89.1) 7.63 (159) 

E/E 1CNT 9.66 (-31) 2.1 (-23.6) 6.9 1.7 1.9 (-12.06) 25.3 (-23.6) 2.73 (-7) 

F/E 0.5GNP 14.5 (3.6) 3.8 (38.2) 12.45 0.049 0.05 (-5.3) 45.8 (38.2) 3.76 (27) 

G/E 0.75GNP 17.78 (27) 5.03 (82.9) 16.55 0.095 0.098 (-3.6) 60.7 (82.9) 6.02 (104) 

H/E 1GNP 17.82 (27) 5.12 (86.2) 15.82 0.092 0.098 (-6.5) 61.8 (86.1) 6.69 (127) 

I/EF 0.5CNT 15.4 (10) 3.8 (38.2) 11.7 1.2 1.3 (-7.2) 45.8 (38.2) 5.27 (79) 

J/EF 0.75CNT 10.8 (-22.9) 3.3 (20) 9.14 1.2 1.3 (-7.4) 39.8 (20) 3.5 (19.2) 

K/EF 1CNT 8.8 (-37.1) 3 (9.1) 5.53 0.0077 0.008 (-6.7) 36.2 (9.13) 2.01 (-32) 

L/EF 0.5 GNP 14.9 (6.43) 5.3 (92.7) 11.4 0.093 0.103 (-9.2) 64 (92.8) 6.87 (133) 

M/EF 0.75GNP 18 (28.6) 6.5 (136.4) 14.62 0.055 0.06 (-9.85) 78.4 (136) 8.94 (203) 

N/EF 1GNP 19.7 (40.7) 7.6 (176.4) 14.82 0.063 0.072 (-12.1) 91.8 (176) 10.9 (270) 

O/E 0.5 hybrid 21.2 (51.4) 5.5 (100) 18.26 0.088 0.094 (-6.4) 66.3 (99.9) 8.9 (202) 

P/E 0.75 hybrid 19.3 (37.9) 5.9 (114.5) 17.46 0.04 0.04 (-5.5) 71.2 (115) 7.82 (165) 

Q/E 1 hybrid 16.3 (16.4) 6.2 (125.5) 13.05 0.075 0.08 (-7.5) 74.8 (125) 7.6 (157) 

R//EF 0.5hybrid 15.2 (8.6) 5.1 (85.5) 12.9 0.098 0.107 (-8.3) 61.5 (85.4) 6.6 (124) 

S/EF 0.75hybrid 11.9 (-15) 4.8 (74.5) 9.6 0.072 0.076 (-4.5) 57.9 (74.6) 4.1 (39.3) 

T/EF 1hybrid 9.1 (-35) 3.5 (27.3) 7.1 0.014 0.016 (-12.3) 42.1 (27) 4.06 (38) 

UTS: ultimate tensile strength (MPa); (%Imp): improvement in properties; TM: tensile modulus (GPa); TYS: tensile yield 

strength (MPa); Exp. def: experimental deflection (mm); N. deff.: numerical deflection (mm); F.Stiff: flexural stiffness (kN/m);  

FM: flexural modulus(GPa); (% Exp/N): experimental/numerical error % 
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 2. Tensile strength and tensile modulus of (a) CNT. (b) GNP. (c) mixed hybrid nano. Flexural 

stiffness and flexural modulus of (d) CNT. (e) GNP. (f) mixed hybrid nano. 

4. Conclusions 

    This study used hybrid composites to study their effect on mechanical properties, specifically 

tensile strength and flexural stiffness. The matrix consisted of epoxy resin, while chopped glass fibers 

served as microscopic reinforcements, and GNPs and MWCNTs were used as nanofillers. Different 

samples were tested, including neat epoxy, E/GNP, E/MWCNTs, and E/GNP/MWCNTs, each with 

three different weight fractions. In addition, samples with and without a constant weight fraction of 

CGF (8wt.%) were evaluated to determine the optimal mixing ratio. The results revealed that the 

addition of MWCNTs improves the mechanical properties significantly at low weight fractions 

(0.5wt.%), with and without the addition of CGF. With further increase of MWCNTs content the 

mechanical properties start to decrease. Both tensile strength and flexural stiffness showed less 

effectiveness when the CGF were added than the effect of neat epoxy/MWCNTs as well as with 

epoxy/CGF/mixed hybrid nano materials. The addition of GNP to the epoxy composite was more stable 

than the addition of MWCNTs. The properties increased with the increasement of GNP wt.%. also, the 

addition of CGF enhanced the mechanical properties more than neat epoxy/GNP composite. The 

addition of small amount of MWCNTs got higher properties than GNPs which is consistent with the 

results of other researchers with the exception of CGF/GNP epoxy composites. The best results 

achieved in this work for the tensile strength were at mixing 0.25GNP + 0.25MWCNTs with and 

enhancement up to 51.4%, and the best result achieved for the flexural stiffness was at mixing epoxy 

with 8wt.% CGF + 1wt.% GNP with a total incensing ratio of 176.4%. 
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Abstract—The Thoracolumbosacral Orthosis (TLSO) is 

essential in treating Degenerative Scoliosis, a condition 

characterized by twisting of the vertebral column. Treatment 

involves wearing the TLSO for at least 6 months. However, 

patients often experience muscle stiffness, necessitating frequent 

physical therapy sessions that are costly and time-consuming. 

The smart TLSO integrates a Neuromuscular Electrical 

Stimulation (NMES) device, controllable via a mobile 

application. This innovation aims to eliminate the dependency 

on therapy sessions, offering a more efficient and economical 

treatment option for patients. Moreover, the mobile application 

allows both patients and doctors to monitor treatment progress 

by collecting essential data, enhancing the overall management 

of the condition 

Keywords— Scoliosis, TLSO, NMES, Mobile Application 

I. INTRODUCTION  

Scoliosis is defined as a spinal deformity in a skeletally 
mature patient with a Cobb angle of more than 10 degrees. 
This angle describes the maximum deviation from a straight 
spine that a scoliotic curve may exhibit, as shown in Fig. 1.

 

Fig. 1. Cobb Angle [1] 

Over time, various methods have been developed to 
treat scoliosis. One modern method is the use of a 
Thoracolumbosacral Orthosis (TLSO). This orthopedic 
brace, depicted is designed to support and stabilize the 
spine. It applies pressure in specific areas using pads, 
aiming to correct the curved spine and control the 
progression of the curve by limiting the spine's movement, 

thereby preventing the curve from worsening over time 
[2]. However, long-term use of the brace may cause 
muscle weakness, which can be mitigated by using 
electrical stimulation technology. This technology sends 
electrical currents through the skin into muscles to 
stimulate them. Neuromuscular Electrical Stimulation 
(NMES) is used to send these electrical signals. It is crucial 
to use safe and effective current levels, with NMES 
devices commonly using currents in the range of 10 to 100 
mA. Proper placement of the electrodes ensures that the 
current effectively stimulates the desired skeletal muscles. 
One of the major factors affecting the effectiveness of a 
brace is patient compliance, which is related to the 
patient's commitment to following the therapist's 
instructions to wear it properly. Non-compliance can delay 
treatment and lead to muscle atrophy, also not attending 
electrical stimulation sessions can also result in muscle 
weakness. Even with compliance, patients need to visit the 
therapist at least three times a week, which costs time and 
money, and the therapist needs to remove the brace to use 
the NMES device. To address these challenges, a mobile 
application could be developed to remind patients of their 
session times. Additionally, incorporating a device within 
the brace that is controlled by the mobile application to 
perform the same function as the NMES would be the most 
effective solution. 

Advancements in scoliosis treatment began with the 
development and analysis of traditional braces, evolving 
into intelligent systems with advanced sensing 
capabilities. 

F. M. Kadhim and S. I. Ahmed [3] began this journey 
by creating and refining thoracolumbosacral orthoses 
(TLSOs) for scoliosis treatment. A notable study in 
September 2013 focused on manufacturing a TLSO and 
improving its mechanical properties. This research 
included a numerical analysis using Ansys software to 
simulate stresses induced by interface pressure during gait 
cycles. X-ray technology determined the Cobb angle, and 
a polypropylene TLSO was chosen for its material 
characteristics. Piezoelectric Mat Scan sensors captured 
interface pressure signals. Results for one patient showed 
a Cobb angle deviation of 40 degrees from the normal 
spinal position, with minimal pressure differences 
between the right and left legs during gait cycle 
assessments, highlighting the orthosis's effectiveness in 
maintaining balance and support. 
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E. Lou, S. Venkateswaran, D. L. Hill, J. V. Raso, and 
A. Donauer [4], [5] further advanced this technology with 
the introduction of an active intelligent brace system in 
August 2019. This system aimed to control the interface 
pressure between the brace and the body during daily 
activities, utilizing a force transducer, force feedback 
component, and a microcomputer. A 20-minute sample 
test session revealed significant fluctuations in the first 7 
minutes due to the brace's settling period. Improved wear 
time was observed when the air bladder feedback system 
was activated. Additionally, a prototype with thin-film 
pressure sensors, integrated with a Wheatstone bridge and 
a microcontroller unit, was developed. This pneumatic 
system controlled the inflation of derotation air pads, and 
data collected via GSM modules showed the system 
measured forces ranging from 15 Newton to 250 Newton, 
depending on sensor placement and patient activities. 

O. Dehzangi, M. Mohammadi, and Y. Li [6] 
contributed to the evolution of brace technology with the 
development of smart braces in November 2016. A smart 
brace fitted with a low-power multi-modal sensor board 
was introduced, combining analog pressure sensors to 
record pressure distribution and an accelerometer to detect 
patient actions. This system aimed to identify brace wear 
quality with nearly 100% accuracy. Another study by K. 
R. Evans, E. Lou, and G. Faulkner [7] in December 2013 
developed a low-cost, reliable force sensor using rubber 
for the sensor housing and added a humidity sensor to 
prevent tampering. This sensor achieved recorded forces 
between 1.0 and 5.1 Newton with an average force of 2.2 
± 0.7 Newton. Further research by P. Tymińska, K. 
Zaborowska-Sapeta, D. Janczak, and T. Giżewski [5] in 
May 2022 focused on a TLSO with graphene sensors to 
measure corrective forces in the prototype of an intelligent 
brace. 

E. Lou, J. Raso, D. Hill, and N. Durdle [8] evaluated 
brace treatment efficacy by developing various monitoring 
systems. In May 2001, they created a microcomputer 
system to monitor loads exerted by braces during daily 
activities, providing feedback to ensure proper brace 
tightness. Testing with a volunteer showed the system 
recorded an average force of 1.52 ± 0.75 Newton during 
brace wear, proving useful in detecting the right tightness 
level. Another study by A. Chan, E. Lou, D. Hill, and G. 
Faulkner [9] in November 2012 introduced a continuous 
force measurement system that integrated load cell sensors 
and tension transducers into braces. This system captured 
real-time data to enhance scoliosis treatment, showing a 
robust linear correlation with an average sensitivity of 
193.5 millivolts per Newton, and maintained functionality 
in real-world conditions. 

A. Helfenstein et al. [10] took a different approach to 
monitor brace compliance by equipping 
thoracolumbosacral orthoses with a microelectronic data 
logger to record skin-brace interface temperature, 
providing reliable long-term compliance measurements. 
Another electronic monitoring method by T. Rahman et al. 
[11] in August 2010 used temperature sensors to measure 
brace wear time accurately, converting raw temperature 
data to determine compliance. Additionally, a study by R. 
Havey et al. [12] in January 2002 introduced a reliable and 
accurate method for measuring orthosis wearing time, 
further enhancing compliance monitoring. 

These diverse approaches, integrating advanced 
sensing technology with inertial motion sensing and 
pressure data analysis, developing cost-effective and 
robust force sensors, and using data loggers, collectively 
aim to enhance the overall effectiveness of scoliosis brace 
treatment. Through improved monitoring and data 
collection techniques, these innovations strive to ensure 
better patient outcomes and more effective management of 
scoliosis.  

II. METHODOLOGY 

Our project aims to provide a smart TLSO device that 
optimizes treatment results, increases patient adherence, and 
handles the challenges associated with treating scoliosis. The 
final design of the project shown in Fig. 2 consists of two parts 
to achieve the aim, the first part as shown and described in 
II.A is designing a stimulation device to train muscles while 
wearing the TLSO brace, this device consists of Arduino with 
other electronic elements to generate electrical muscle 
stimulation signal. The second part pf project shown and 
described in II.B is the mobile application that communicate 
with the TLSO brace and control the stimulation time and 
different pulses intensity, the brace contains a box of the 
designed stimulation device and electrodes to deliver the 
pulses to the skeletal muscles at different intensities depends 
on the intensity values determined by the physiotherapist to 
each patient and chosen on the application.  

 

Fig. 2. Smart TLSO Device Final Design 

A. Stimulation Device Design 

Design a stimulation device is an essential step of design 
a smart TLSO because it is responsible of deliver the skeletal 
muscles in electrical generated pulses to stimulate them and 
prevent atrophy, the design required studied plan to achieve 
the aim, starting from analyzing Beurer EM 49 electrical 
muscle stimulation (EMS) device [13], then generating the 
required electrical signal.   

1. EMS Signal Analysis: Understanding available EMS 

device signal generated to stimulate muscles and its 

performance done by connecting it in parallel with 

resistance as a simulation of the human body's dry 

skin resistance, which is approximately equal to 1 

kilo ohm [14]. This connection enables recording 

voltage values of the available device signal at 

different intensities, then analyzing the recorded 
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data using MATLAB stored in a results table for 

three samples of data shown in Table I, this table 

identify the period time of pulses shown in first 

column, which was used to determine the frequency 

of the period shown in second column, this 

frequency changes repeatedly between three 

different values similar to the available device. 

Additioanally, the pulse width of each signal was 

determined in third column to calculate the 

frequency of the pulse shown in fourth column, 

which is clearly it equal in value for all pulses.  

Table I. MATLAB Analysis Results 

Sample Period 

Time 

Period 

Frequency 

Pulse 

Width 

Pulse 

Frequency 

1 0.0511500 19.5503421 0.0011000 909.0909090 

2 0.0339499 29.4550810 0.0011000 909.0909090 

3 0.0253500 39.4477317 0.0011000 909.0909090 

 
The results from reverse engineering shows that the pulses 

generated from available EMS device are biphasic which is 
refers to a waveform that alternates between two phases, 
typically of opposite polarity as shown in Fig. 3.  

 

Fig. 3. Biphasic Signal 

This type of signal are used in medicine and electrical 
engineering characterized by having two distinct phases, 
which mirror each other in terms of amplitude but have 
opposite signs with shift between positive phase and negative 
phase. Each pulse frequency equal to 1 kilo Hertz which mean 
the time on is 1 milliseconds and the pulses frequencies nearly 
differs from 20 to 30 to 40 Hertz repeatedly and follow the 
pattern of two signals then gap between pulses then 11 pulses 
and repeat. 

2. Signal Generation: After analyzing the data and 

understanding the functionality of available device 

generating biphasic signal passes in two steps, first 

step is monophasic signal generation then doing 

processing on the output signal to generate required 

biphasic signal similar to available EMS device 

signal at different intensities. Arduino IDE used to 

generate two pulse width modulation (PWM) 

signals at 5 Volts, each pulse with half time on of 

biphasic pulse width (0.5 milliseconds) followed by 

each other to sum them later and generate biphasic 

signal. 

Next step is designing a specific electronics circuit 
processing the monophasic output signal using proteus 

software. This circuit consists of several operational 
amplifiers (Op-Amp) for different purposes in the circuit. Op-
Amp is a linear device which have all the properties required 
for nearly ideal amplification used to perform mathematical 
operations such as add, subtract, integration and 
differentiation depending on the connections and gain values. 
The whole circuit design for the system described below. 

• Inverting Op-Amp to invert one of the PWM signal 
from Arduino without affecting the voltage gain by 
connecting the signal from Arduino as input voltage to 
inverting input with input resistor and the non-
inverting input grounded, also connect a feedback 
resistor between the output and inverting input as 
described in equation (1). 

 Vout=-(Rf/Rin) × Vin (1) 

• Summing Op-Amp to sum non inverted PWM signal 
from Arduino and the output signal from inverting 
Op-Amp to generate one biphasic signal at 5 Volts 
by connecting the two signals to non-inverting input 
of the summing Op-Amp, inverting input connected 
to 10 kilo ohm resistor and 10 ohm feedback resistor 
between inverting input and output to determine the 
voltage gain as shown in equation (2), it is worth 
mentioning that to maintain a gain equal to one and 
avoid affecting the circuit voltage amplitude, the 
ratio between the feedback resistor and the input 
resistor should be very small value. 

 Vout=(1+(Rf/Rin)) × (Vin1+Vin2) (2) 

• The next stage of the circuit consists of Op-Amp to 
amplify the biphasic signal to three voltages values as 
samples of the available EMS device voltages at 
different intensities. This is done by connecting the 
output from summing Op-Amp to non-inverting input 
and input resistor equal to 10 kilo ohm connected to 
inverting input and two feedback resistors with 
different values connected in parallel to achieve 
different voltage gains as required and wire connected 
without resistor to remain the voltage not amplified. 
The output voltage from this Op-Amp depending on 
the feedback resistor as described in equation (1). 

• At the final stage of the system, choosing one of the 
three voltage values depends on the required intensity 
done using analog multiplexer determine by switches 
(A and B) which input pass to output and block other 
inputs. 

At the end of signal processing step the circuit shown in 
Fig. 4 must able to generate required biphasic signal at 
different intensities. It worth mention that the two channels of 
the multiplexer are used and passing the same signal 
simultaneity to 4 electrodes deliver the skeletal muscles with 
generated biphasic signal. Lithium batteries, each one provide 
3.75 volts, are connected in series to deliver required power 
for the circuit. The configuration includes three voltage 
regulators one of them to deliver Arduino in +5 volts and two 
voltage regulators to regulate positive and negative voltages 
(±9 volts), respectively, ensuring a stable biphasic signal 
output required for the circuit's operation. 
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Fig. 4. Biphasic Signal Circuit

B. Mobile Application Design  

The mobile application design is a critical part of the 
smart TLSO device, enhancing patient interaction with the 
stimulation device. It enables communication with the 
stimulation device, initiation of stimulation sessions, 
control of pulse intensity, and scheduling notifications on 
specific days and times. The primary page allows the 
physical therapist to set up a stimulation schedule before 
treatment begins, generating notifications on the patient's 
phone. 

The application uses a Java class called "notification" 
to manage reminders. When a user selects a specific time 
and day for notifications, the application first sets a 24-
hour notice from the selected time and then checks if the 
current day matches the selected reminder day, continuing 
this process for the rest of the week. 

Additionally, the application regulates the frequency 
of the pulses delivered by the stimulation device. The 
physical therapist enters specific intensity values into the 
application, and the device inside the TLSO brace emits 
biphasic stimuli at these predefined levels. The device can 
be adjusted to operate at different intensity levels, typically 
5 milliampere, 10 milliampere, and 15 milliampere, to suit 
the patient’s condition and therapy progress, allowing for 
customized treatment as shown in Fig. 5. 

 

The application is user-friendly and easy to navigate, 
enabling users to conveniently select and adjust the 
stimulation schedule and track therapy progress. The HC-
05 Bluetooth module is used for serial data transmission 

and control signals between the application and the device. 
Android Studio was employed for development, 
leveraging its comprehensive tools and documentation on 
Java and Flutter for object-oriented programming and ease 
of development and maintenance.  

III. RESULTS 

Testing the design of the smart TLSO device and 
recording the results is a crucial step to verify the design and 
ensure the concept is successfully achieved. The testing of a 
smart TLSO design includes two main parts: first, testing the 
generated biphasic signal of designed stimulation device; 
second, testing the mobile application's communication with 
the stimulation device inside the TLSO to ensure the control 
of signal intensity as required. This testing is essential to 
deliver the necessary electrical stimulation for skeletal 
muscles, ultimately aiming to eliminate the need for therapy 
sessions and provide a more efficient and cost-effective 
solution for patients. 

A. Biphasic Signal Results 

The simulation results of the generated biphasic signal for 
the available EMS device are presented in this section. 
Initially, the signal characteristics, including shape, 
amplitude, pulse width, and frequency, were determined 
through reverse engineering on the available EMS device. 
Using this information, we generated the desired signal with 
the Arduino IDE and implemented the corresponding 
electronic circuit. The output signal was validated with an 
oscilloscope, capturing three different states based on user 
inputs via a mobile application. Each state corresponds to a 
specific amplitude of the biphasic signal, passed through a 
multiplexer. 

Before testing the intensity and voltage values, we verified 
that the pulses generated from the Arduino had the required 
pulse width and shape. This was achieved by connecting the 
oscilloscope in parallel with the output of a summing Op-
Amp, zooming in on the generated signal to ensure it was 
square biphasic, and using the cursors option to determine the 
time at the start and end of one pulse, indicating the pulse 
width. The captured oscilloscope waveform in Fig. 6 shows 
that the generated signal is biphasic as required, with each 
pulse having a width equal to 1 millisecond, matching the 
available EMS device. 

 

Fig. 5. Mobile Application Pages 
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Fig. 6. Pulse Width of Biphasic Signal 

Now, testing the voltage values of signal at each intensity 

depending on the values from mobile application as shown in 

Fig. 7 detailed below: 

• The first oscilloscope capture displays the voltage 
versus time of a 5 volts peak-to-peak amplitude 
biphasic signal for the two outputs from the 
multiplexer at channels A and B. This state is activated 
by sending the character 'a' from the mobile 
application, which sets both selectors A and B of the 
multiplexer to High (A=1, B=1), allowing the 5 volts 
signal to pass through to the output. The waveform 
maintains a consistent biphasic pattern, verified by the 
specified gaps between pulses with precise 2.5 volts 
peaks, confirming the correct generation and 
transmission of the signal. 

 

• The second oscilloscope capture shows the voltage 
versus time graph of a 10 volts peak-to-peak amplitude 
biphasic signal. This state was selected by sending the 
character 'b' from the mobile application, setting 
selector A to Low and selector B to High (A=0, B=1), 
thereby enabling the 10 volts signal passage through 
the multiplexer to the output. The waveform exhibits a 
stable biphasic signal with accurate 5V peaks, 
demonstrating successful adjustment of the signal 
amplitude through the multiplexer settings. 

• The third oscilloscope capture presents the voltage 
versus time of a 15 volts peak-to-peak amplitude 
biphasic signal. This state was initiated by sending the 
character 'c' from the mobile application, which set 
selector A High and selector B Low (A=1, B=0), 
allowing the 15 volts signal to be output through the 
multiplexer. The waveform displays a precise biphasic 
pattern with 7.5 volts peaks, indicating effective 
control of signal amplitude at this higher setting. 

In all states, the final command to stop the stimulation 
involved sending the character 'd' from the mobile application, 
which set both multiplexer selectors A and B to Low (A=0, 
B=0), halting the signal output. These results confirm the 
successful design and implementation of the EMS signal 
generation system, achieving accurate amplitude control and 
signal fidelity as required. 

 

a 

 

b 

 

c 

Fig. 7. Signal Test at Different Intensities
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B. Mobile Application and Communication Results  

The mobile application for the EMS device, developed 
using Android Studio, is now ready for testing and 
installation on a phone. The following steps outline the 
operation and functionality of the mobile application: 

• For the application to function correctly, Bluetooth must 
be enabled on the phone. As previously mentioned, the 
physical therapist sets the stimulation schedule within the 
application, which allows the patient to receive 
notifications when it's time to start treatment. When the 
scheduled stimulation time arrives, the application sends a 
notification to the patient's phone, as illustrated in Fig. 8. 

 

 

Fig. 8. Notification System Results 

 

• To regulate the stimulation intensity, the phone must 
establish a connection with the stimulation device 
inside the TLSO via Bluetooth. This connection 
ensures that only the intended device is paired, 
allowing for precise control over the stimulation 
intensity, as detailed in Table II. 

 

Table II. Controlling Intensity using Mobile Application 

Character from 

mobile application 

Action 

a Start stimulation at intensity 5 milliampere 

b Start stimulation at intensity 10 milliampere 

c Start stimulation at intensity 15 milliampere 

d Stop stimulation automatically  

 

 

• Once connected and the stimulation time arrives, the 
patient must select the intensity recommended by the 
physical therapist based on previous assessments. 
After selecting the desired intensity using the 
application’s buttons, a 20-minute countdown timer 
begins, as shown in Fig. 9. Once the session concludes, 
the patient will wait for the next scheduled session, 
with the process repeating over the next six months. 

 

Fig. 9. Stimulation at Intensity 5 milliampere 

IV. CONCLUSION 

The development of the smart TLSO represents a 
significant advancement in the management of 
degenerative scoliosis. By integrating NMES within the 
TLSO, controlled via a user-friendly mobile application, 
this innovation addresses several critical challenges in 
traditional scoliosis treatment. 

The traditional approach of wearing a TLSO for 
extended periods often results in muscle stiffness and 
requires frequent, costly physical therapy sessions. The 
smart TLSO's incorporation of NMES aims to mitigate 
these issues by providing in-brace muscle stimulation, 
reducing the need for external therapy and thus decreasing 
overall treatment costs and time commitment. 

Our design effectively demonstrated the capability of 
generating and controlling a biphasic stimulation signal 
with varying intensities. The mobile application 
facilitates easy management of stimulation schedules and 
intensity levels, enhancing patient compliance and 
allowing for real-time monitoring of treatment progress. 
This integrated system not only simplifies the treatment 
process but also provides a more efficient and economical 
solution for managing scoliosis. 

The results from our testing confirm that the smart 
TLSO can deliver precise NMES signals and maintain 
consistent stimulation parameters as required by therapy 
protocols. This innovation stands to improve patient 
outcomes by ensuring better adherence to treatment 
regimens and optimizing muscle recovery and support. 
Future work should focus on further refining the system 
based on patient feedback and long-term clinical 
outcomes to maximize its effectiveness and accessibility. 

 

a 

 

b 

 

c 

 

d 
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Abstract: This research explores the feasibility of using water collected from oil and gas operations to 

create a green hydrogen manufacturing facility. By analysing the correlation between the efficiency of 

hydrogen generation and produced water quality parameters (pH, chemical oxygen demand, total 

hardness, and density), the research aims to optimize the electrolysis process. The project's main 

elements include creating a green hydrogen production prototype, rigorously testing and characterizing 

the electrolysis process, and conducting in-depth techno-economic evaluations to assess the 

technology's commercial potential. 

Significant findings include identifying optimal parameters for maximizing the volumetric flow rate of 

hydrogen generation while maintaining a stable system temperature. A stable system temperature of 

38.834°C was achieved with a volumetric flow rate of 594.152 ml/min, a pH of 6.7, COD of 426 mg/L, 

total hardness of 1.34 kg/m³, and density of 1.153 g/cm³. These conditions highlight the crucial role of 

pH in influencing temperature and volumetric flow rate, emphasizing the importance of balancing 

different water quality parameters to enhance system longevity and efficiency. 

The research findings and methodologies underscore the potential of green hydrogen as a critical 

component of future energy systems, contributing to the broader agenda of sustainable development. 

By paving the way for the mainstream adoption of green hydrogen production through comprehensive 

analysis, this research aims to support environmental sustainability and address current energy 

challenges. 

Key words: Optimization, Electrolysis, Volumetric Flow Rate, pH Levels, Techno-Economic 

Analysis. 

 

1. Introduction 

Green hydrogen emits no greenhouse gases and is created by electrolyzing water with renewable 

energy, it is essential for a sustainable energy future. Utilizing produced water from oil and gas 

industries, producing green hydrogen helps with waste management and clean energy production. By 

examining the relationship between generated water quality metrics (pH, COD, density, and total 

hardness) and hydrogen production rates, as well as identifying the most effective electrode materials, 

this initiative seeks to optimize the electrolysis process [1]. The objective is to create a green hydrogen 

production prototype that is both economical and efficient, thereby promoting energy innovation and 

environmental sustainability through simulation modeling, techno-economic analysis, and system 

parameter optimization. When considering green hydrogen as the primary fuel source to replace fossil 

fuels in industrial applications, the move to a green hydrogen economy confronts numerous challenges. 

These barriers include those pertaining to finance, technology, society, and politics. To begin, while 

hydrogen is one of the most available elements, it is typically found in combination with other 

elements, making extraction from the natural environment much more challenging [2]. The cost of 
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manufacturing green hydrogen is determined by three factors: the investment in the water electrolyzer, 

the amount of time it runs each year, and the cost of the renewable energy used to power the electrolyzer 

[3]. Furthermore, collecting multiple samples from various locations takes a large amount of time  

because each sample has unique features that must be measured individually. Furthermore, in order to 

be evaluated using Scanning Electron Microscopy (SEM), the sample must be dry and free of oil, which 

might be difficult to separate from water. Furthermore, it has been observed that the electrodes begin 

to corrode after five trials, necessitating frequent replacement [4-7] .  

Currently, the lack of international standards and regulations for green hydrogen is a significant 

impediment to the expansion of worldwide industry. Countries can determine their own rules and 

regulations for hydrogen production and consumption, despite hydrogen being a growing potential 

market. The lack of universal international rules limits the attraction of hydrogen across national 

borders and the rate at which green hydrogen may become a key participant in the global energy market 

[8], [9]. There are challenges to increasing the rate at which green hydrogen is created, such as high 

energy inputs, expensive electrolysis technologies, and a scarcity of renewable energy. The intermittent 

nature of renewable sources creates operational challenges, and expanding production facilities 

requires significant investments. Developing effective electrolysis technologies and expanding 

renewable energy infrastructure are critical to meeting rising demand [3], [10]. 

2. Materials and Methods  

Choosing an appropriate methodological framework is critical to ensuring the reliability and 

validity of our study on the relationship between produced water quality parameters and hydrogen 

production [11]. This section explains the rationale for the chosen research design, data collection 

methods, and analytical techniques, providing a thorough justification for each step of the procedure. 

a correlational research design to examine the correlation between water quality parameters (pH, COD, 

density, total hardness) and hydrogen production efficiency via electrolysis. This design identifies and 

quantifies relationships between variables without manipulation, revealing potential causal links. 

produced water samples from oil fields and used various filtration techniques to prepare them for 

electrolysis [12]. The diverse data from various fields and rigorous filtration processes ensure accurate 

and representative samples, which are crucial for reliable electrolysis experiments [13].  

 

2.1 Data Collection 

 

Produced water samples with varying pH levels, CODE, density, and total hardness is collected from 

different fields in Oman. The samples are first filtered in funnel, followed by vacuum filtration using ash 

less filter paper (90 mm (about 3.54 in) diameter, 0.2-micron pore size). Then all samples are distilled using 

simple distillation followed by centrifugation. All 54 samples were effectively filtered using this method, 

guaranteeing high purity and consistency for ensuing analyses. Fig 1. Show the different methods used for 

filtration of produced water. 

 

2.2 Experimental Setup 

  

The Electrolyzer is designed using two glass bottles joined by polyethylene tubes and stainless-steel 

electrodes constructed from washers, nuts, and rods. The filtered water samples could be electrolyzed in a 

consistent and controlled manner. For the electrolysis experiment, 28 sets of samples with different 

parameters were prepared. Every experiment was carried out with the set of parameters such as Current 

(2A), Voltage (15 V), Water Volume (500 ml), KOH Electrolyte (50 grams). Using a water displacement 

method, we determined the volumetric flow rate of the generated gas after the electrolyzer was run for five 

minutes for each sample. This required measuring and capturing the volume of displaced gas using a 1000 

ml graduated cylinder filled with water. 

 

24



3. Results and Discussion 

3.1 Advanced Mineral Analysis 

 

The sample with the highest volumetric flow rate was subjected to testing for SEM (Scanning Electron 

Microscopy) and EDS (Energy Dispersive X-ray Spectroscopy) [14]. A high concentration of Fe, Cl, and 

Pt was found by the analysis, which offered information on how to best utilize electrode materials to avoid 

corrosion, our selection was stainless steel electrodes although the recommended for more durability was 

platinum electrodes. The purpose of SEM analysis is to compare the surface area of dried produced water 

to the sea water (The popular used water for green hydrogen production) [15], [16], [17]. The EDS test also 

provides us with information that the water we are dealing with does not contain heavy metals. This 

approach sheds light to HSE aspect of safe dealing with produced water [18]. The scanning electron 

microscope (SEM) reveals a structure commonly seen in treated water. The porous matrix seems to have 

been rid of contaminants resulting in a structure, with noticeable gaps and uneven surfaces. The labeled 

spectra (Spectrum 1, to Spectrum 5) point out regions where elemental analysis might have been done to 

detect any remaining impurities or determine the material's composition. The overall shape indicates a 

purification process suggesting that the remaining material likely comprises particles or inorganic residues 

[19]. 

 

3.2 Optimization of the System 

 

Two Responses such as Volumetric Flow Rate (VFR) and Temperature for the Optimization of the System 

are studied. Volumetric Flow Rate (VFR) measures the rate at which hydrogen is produced during the 

electrolysis process. It is influenced by various parameters such as pH, COD, total hardness, and density of 

the produced water, whereas Temperature measures the temperature of the system during the electrolysis 

process. It is also affected by water parameters [21] as the volumetric flow rate and is an important factor 

in optimizing the electrolysis system to ensure efficiency and stability. 

 

3.2.1 Volumetric Flow Rate Model Precision 

 

The fit statistics and final equation from the Design Expert program provide critical insights into optimizing 

the electrolysis process for hydrogen production. The fit results show a robust model with a R² of 0.8542 

and an adjusted R² of 0.6972, explaining over 85% of the variability in the volumetric flow rate. The 

anticipated R² of 0.2041 indicates strong predictive power, and the high adequate precision ratio of 11.4463 

validates the model's reliability. The standard deviation is 68.89, and the coefficient of variation (C.V.) is 

12.70%, which adds to the model's precision and reliability. 

 

𝑉𝐹𝑅 = 557.25 + 90.46𝐴 − 28.63𝐵 + 9.12𝐶 + 8.62𝐷 + 13.94𝐴𝐵 − 10.81𝐴𝐶 − 12.69𝐴𝐷

− 13.69𝐵𝐶 − 12.31𝐵𝐷 + 12.69𝐶𝐷 − 55.66𝐴2 + 29.09𝐵2 + 4.97𝐶2

+ 4.09𝐷2 

Where, 

• VFR = Volumetric Flow Rate 

• A = PH 

• B = COD (Chemical Oxygen Demand) 

• C = Total Hardness 

• D = Density 

 

The volumetric flow rate (VFR) equation for hydrogen production provides useful information about 

how different water quality parameters affect the electrolysis process. The significant positive 
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coefficient for pH (90.46) implies that higher alkaline conditions significantly increase hydrogen 

production [1], most likely due to enhanced ionic conductivity. However, the negative coefficient for 

the quadratic term of pH (-55.66) indicates that overly high pH levels might reduce efficiency, 

emphasizing the significance of maintaining an ideal pH range. Conversely, the negative coefficient 

for COD (-28.63) shows that larger organic pollutants lower hydrogen generation efficiency by using 

some of the electrical energy required for electrolysis [22] [23] The quadratic term for COD (29.09) 

indicates a non-linear relationship, implying that the system may tolerate specific COD levels without 

significant consequences. Total hardness (C) shows a mildly positive effect on VFR (9.12), implying 

that minerals like calcium and magnesium may modestly increase hydrogen generation, presumably 

by acting as more charge carriers. The quadratic term for overall hardness (4.97) implies that this effect 

persists, albeit less. Density (D) also has a slight positive effect (8.62) on VFR, most likely because of 

denser material facilitating greater ion exchange and current flow, with its quadratic term (4.09) 

corroborating this minor but favorable effect. 

 

3.2.2 Temperature Model Precision 

 

The standard deviation suggests a tight distribution of residuals around the expected values, implying 

that the model accurately fits the experimental data. With an average temperature of 43.14°C, this 

baseline allows you to compare the effects of different water quality parameters on the system's 

temperature. A coefficient of variation of 6.60% indicates good precision and reliability. The model 

explains 79.29% of temperature variability (R² = 0.7929), with an adjusted R² of 0.7569 confirming its 

robustness. Although the Predicted R² of 0.6901 is slightly lower, it still exhibits reasonable predictive 

power, suggesting possibilities for model modification. 

 

3.2.3. Final Optimization (VFR & Temperature) Results 

 

The effect of produced water parameters on the volumetric flow rate and temperature is analyzed 

statistically. The Design Expert has an optimization tool that generates the optimum parameters of 

produced water and the responses of volumetric flow rate and temperature [24]. The optimization goal 

is to maximize the Volumetric Flow Rate of green hydrogen and minimize the temperature of the 

system within the range of the produced water parameters limits [23]. 

 

4. Conclusions 

The optimal parameters for maximizing the volumetric flow rate (VFR) of hydrogen generation while 

maintaining a low electrolysis system temperature were determined. The best conditions were found to be 

a pH of 6.7, a COD of 426 mg/L, a total hardness of 1.34 kg/m³, and a density of 1.153 g/cm³, achieving a 

VFR of 594.152 ml/min at 38.834°C. The pH had the greatest influence on both VFR and temperature, with 

higher pH increasing VFR but also raising the temperature. The model demonstrated good predictive power 

with R² values of 0.8542 for VFR and 0.7929 for temperature. These findings emphasize the importance of 

balanced parameter optimization for efficient hydrogen production by electrolysis. 
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Abstract: The process of boiler combustion is complicated, and the production environment is severe. 

The oxygen content in the flue gas is considered as a good indicator of boiler efficiency in any industrial 

process. Measuring the oxygen content in the flue gas need time, effort, and money. To overcome this, 

deep learning methods used effectively in the prediction of oxygen content of boiler flue gas. 

Moreover, many issues were encountered with the burners flame in industries. Hence, MATLAB and 

PYTHON techniques are that used widely to preform suitable models that can be used to solve this 

issue. They are considered as helpful tools to create mathematical model, test the machine, run 

automatic tests on equipment functions and design artificial intelligence algorithms for optimization 

purposes. In this research, deep learning tools were used to test the content of oxygen in the flue gas. 

Also, it investigates the ability of a deep learning methodologies in the segmentation of industrial 

burner flames based on example image data from a special waste incineration plant. Results shows that 

the model derived with the deep-belief algorithm produced better accuracy than the models generated 

by the other algorithms. 

 

Key words: Boiler, Burner, Deep Learning Machine, Efficiency, Artificial Neural Network. 

 

1. Introduction 

Industrial processes contain different types of equipment to preform different functions [1]. To 

illustrate, boilers are vessels where water is heated to produce steam. This steam is used for different 

purposes such as heating buildings, producing electricity, and sanitizing equipment. Burners are 

another example of this equipment. It plays an important role in any industry. Industrial burners are 

used in different applications throughout industries. They are mainly utilized in heating purposes. For 

example, supplying heat to boiler systems, welding, heating fluids, initiating chemical reactions, 

melting metals, recovering, and glass blowing. There are numerous kinds of industrial burners, where 

each of them is designed for specific functions. Cold air burners, hot air burners, regenerative burners, 

and oxy-fuel burners are commonly used.  

With the fastest growth about environmental protection, optimization and enhancing efficiency has 

become an important concept in the operation of boilers and burners to be considered and study. The 

oxygen content of flue gas is an important metric of coal-fired boiler combustion operation and is 
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closely related to boiler combustion efficiency. Accurate measurement of the oxygen amount in flue 

gas can help improve boiler combustion efficiency and reduce coal consumption [2-3] 

Hence, this research will focus on enhancing the efficiency of the boilers and burners by using the deep 

learning methods such as MATLAB and PAYTHON. Also, to create a proper model to test the oxygen 

content in boiler flue gas. 

2. Materials and Methods    

1. Artificial Neural Network Modeling (ANN) 

Over the last two decades, ANN machine learning used in many engineering applications such as 

prediction and optimization process. Moreover, ANN plays a role in solving high dimensional non-

linear relationship between input and output compared with other regression modeling. Furthermore, 

it has the ability of solving stimulating and solving engineering problems where conventional 

numerical approaches are insufficient. In addition, this modeling method helps in estimating the output 

Fastly because exhaustive numerical repetitions needed to solve differential equations are not needed 

more (Joy, V.M., Feroz, S. and Dutta, S., 2022) [38-40]. Also, it is a smart computation method that is 

used to imitate the learning methods of the human brain and biological neurons.  

Normally, there are two classes of ANN. The first type is feed forward ANN. In this network 

information flow is unidirectional. One unit will send information to another which is not receiving 

any information. Furthermore, there are no feedback loops in this type of ANN. Even though they are 

used in detection of a pattern. Because it contains fixed inputs and outputs. The second type of ANN 

is called the feedback ANN. This Artificial Neural Network allows the feedback loops. Additionally, it 

is used in matter addressable memories. (Electronics Hub. (2019)). 

1.1 Machine Learning algorithm  

1.1.1.1 Supervised and Un supervised Leaning.  

There are several types of machine learning present. For example, supervised learning. This machine 

is used to train a set of labeled data. Where the input data is paired with the desired output. Then the 

machine will predict the output for any set of new input. Machine learning is widely used in different 

tasks such as regression which is used widely to guess continuous values. There are common regression 

algorithms including Linear, Polynomial, and Support Vector Machine Regression. Moreover, 

supervised machine learning is used in classification. This type is helpful to predict and to know the 

categorical values. Classification algorithm includes different types. To demonstrate, logistic 

regression, support vector machines, decision trees, random forests and naive baye.  

Unsupervised learning machine is opposite to supervised leaning. Where the data does not have labels 

or classifications. The aim of unsupervised learning is to detect patterns and relationships in the data 

without any obvious guidance. The task of the unsupervised machine is to collect uncategorized 

information according to matches, patterns, and differences without any previous training of data.  

2. PYTHON Language  

It is a simple and robust General-purpose Programming (GPP) Language. It is preferred by modern 

developers and programmers. It can supply the users with complicated functionality. This 

programming language contains numerous in-built libraries that can immediately implement both 
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logical and mathematical functions into any program. Furthermore, it has strong performance power 

and advanced features. Also, it makes it fit for use in applications related to Software Development, 

3. Modeling Procedures 

Measuring the oxygen in the boiler flue gas 

1. Data Pre-processing 

• Operation process data of the boiler and flue gas content affect the accuracy of the model. 

• Original process data must be normalized to eliminate the impact of magnitude variations 

within the target parameters before starting the modelling. 

2. Selection of Input Variable 

• A huge number of input variables will decrease the prediction accuracy and increase the 

computational time. 

• Therefore, it is necessary to remove unnecessary variables before initiating the modelling. 

3. Modelling Process Based on The Deep Believe Network 

3.1 Deep Believe Network 

3.2 Nonlinear Prediction Model Based on The Deep Believe Network 

4. Error Metrices and Algorithm Flow 

• To evaluate the performance of the prediction model, square error, mean relative error, and 

mean absolute error are used to measure the performance of each prediction model. 

Performance of burner flames  

1. Multiple burners are mounted horizontally in the chamber to treat the exhaust gas from a rotary 

kiln process. 

2. A camera provides continuous top-view images of the process in the visual spectrum. 

3. Investigate the networks that allow instance segmentation. 

4. The conventional training of CNNs requires annotated image data for supervised 

learning and additional images for evaluation. 

5. Segmentation Quality Metrics will be used to evaluate the performance.  

4. Results and Discussion.  

Machine learning models for predicting O2 percentage using PYTHON and MATLAB 

Combustion optimization has grown in importance in boiler operation as environmental protection 

concerns have grown. An essential indicator of boiler combustion performance, the oxygen content of 

flue gas is directly linked to both NOx emissions and boiler combustion efficiency. Reducing the 

amount of coal used and increasing boiler combustion efficiency are two benefits of accurately 
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measuring the oxygen concentration in flue gas. Many methods are used to measure O2 content on the 

flue gas. To illustrate, sensors are commonly used in industries for such purposes. However, such 

methods and approaches have many limitations. For example, manufacturing cost, high temperature 

which causes disfunctions. Hence, soft measurement methods can play a role in measuring oxygen 

content in the flue gas. Soft measurement methods refer to use the deep learning machine and software 

to produce prediction model. They are easy to use and establish. This work was divided into three 

stages. The first stage was preprocessing of the data. This stage aimed to divide the process variables 

to state and control variables. This is to eliminate the unwanted variables and reduce the large number 

of parameters. The second stage was to select the input variables. In this stage Lasso algorithm used to 

remove unnecessary variables. It precisely selects input variables with strong correlation. For this study 

19 inputs were selected with only one output variables to perform this modelling. Third stage was the 

modelling stage. Were PYTHON and MATLAB were used both in modelling stage. In this study 

MATLAB and PYTHON were used to proposed models to measure O2 content and enhance the boiler 

efficiency. The Date were imported and loaded into software. Then the heat map is generated by using 

this software to visualize the correlation. After that, Input and outputs variables were splatted. Also, 

the dataset split into training and testing set. Then, the ANN model was built using PYTHON and 

MATLAB. Afterward, the model is evaluated and complied. According to the results from both 

MATLAB and PYTHON , the proposed model shows good indication in measuring O2 content as the 

accuracy of this model was 96%. 

Deep Learning Hybrid Model for Flame Image by Using PYTHON 

CSAE was used in this study to obtain the flame image characteristics. The extracted discriminatory 

characteristics can be visualized through the t-distributed stochastic neighbour embedding (t-SNE) 

technique. This method offers a helpful solution for high-dimensional data visualization. Figure 73 

shows the feature visualized image using PYTHON. The results show that although the original flame 

images are difficult to intuitively distinguish, their features are well separable in the feature space. 

Some mixed points occur. This confusion reflects the similarity between flame images, especially in 

adjacent operating conditions. Nevertheless, most of the feature points can be distinguished, 

demonstrating the effectiveness of CSAE in image feature extraction. After the CSAE-LSSVM 

preparation, the dataset containing 20 labelled pictures per condition was utilized to look at its 

expectation execution. As shown in figure 74 the confusion matrix which sums up the grouping comes 

about of the six combustion operation conditions. Within the confusion matrix, columns show the 

actual labels, and rows shows predicted labels. Diagonal cells demonstrate the number and accuracy 

of correctly approximate samples, while off-diagonal cells display the number of misclassified 

samples. Also, from confusion matrix at all conditions the accuracy is 100% and this proved that the 

proposed model is worked well in expecting the combustion operation condition. Moreover, the results 

prove that the suggested model acts well in dealing with the problem of limited labelled data and 

decreases the demand for image labels. Accordingly, the proposed model has a great application in 

combustion operation condition prediction. Generally, the proposed model can simply be applied to 

other combustion processes such as heavy oil, biomass combustion. 

4. Conclusions 
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The oxygen content of boiler flue gas is a guide of boiler efficiency and emissions. Hence, measuring 

the O2 content in flue gas is a waste of time and costly. Moreover, combustion is not an easy process. 

It produces many environmental issues. These lead to dangerous and much equipment disfunctions and 

loss when using direct measurements of the oxygen content of flue gas. Therefore, it is complicated to 

keep a high level of measurement accuracy of oxygen content. A nonlinear deep learning method is 

proposed in this paper to solve this problem and to predict the oxygen content of flue gas. The whole 

algorithm was analyzed in three parts: data preprocessing, feature selection, and data analysis 

modeling. MATLAB and PYTHON were used in the modeling. The data and results show that the 

proposed models work effectively in measuring the O2 content in the boiler flue gas and enhancing the 

boiler efficiency. Moreover, this paper aimed to produce a model by PYTHON for flame image. Where 

novel hybrid deep neural network model (CASE-LSSVM) is proposed. It was used to forecast the 

combustion operation state and conditions. The CASE was used to feature removal of flame images, 

and the LSSVM was applied to expect the combustion operation condition based on the extracted flame 

characteristics. The proposed model overcomes the shortcomings of the traditional methods where 

previous expert knowledge and massive labeled data are involved. 
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Abstract: This research investigates how financial innovations, particularly FinTech, are reshaping 

supply chain management (SCM) by improving efficiency, transparency, and security. Technologies 

like blockchain and digital payments are central to this transformation, offering streamlined processes 

and enhanced traceability. The study aims to analyze the impact of FinTech on SCM efficiency, 

assessing cost reductions and operational improvements. It also evaluates transparency enhancements 

through blockchain, ensuring accurate and accountable transactions across supply chains. 

Furthermore, the research scrutinizes the security of financial transactions within SCM, focusing on 

the robustness of digital payment systems against cyber threats. Reviewing existing literature reveals 

consistent findings on the positive influence of FinTech on SCM, highlighting efficiency gains, 

increased transparency, and strengthened security measures. However, challenges such as initial 

adoption costs and integration complexities remain significant barriers. Looking forward, 

advancements in artificial intelligence and data analytics present opportunities for predictive insights 

and sustainable practices in global supply chains. Collaborative efforts among stakeholders and 

investments in technology infrastructure will be crucial to maximizing the potential of these 

innovations. Ultimately, this study contributes to understanding how financial innovations can 

optimize supply chain operations amidst evolving global demands and technological advancements. 

Keywords: FinTech; AI in Supply Chain Management; Blockchain; Digital Payments; Transparency; 

Security 

 

1. Introduction 

In an era where the pace of change accelerates daily, the landscape of business, 

particularly in supply chain management, is undergoing a profound transformation. 

Financial breakthroughs, driven by advances in technology and innovative tools, are 

revolutionizing supply chain operations, making them more resilient, efficient, and 

adaptable to the complexities of the modern global economy. Traditional supply chain 

frameworks, often characterized by their rigidity and inefficiency, are increasingly strained 

under the pressures of globalization, digitalization, and the rising expectations of consumers. 

This introduction will explore the intersection of finance and supply chain management, 

focusing on how emerging financial tools are reshaping traditional models and paving the 

way for more dynamic, responsive, and transparent supply chains. 

The Evolving Supply Chain Landscape 

Supply chains, the networks that facilitate the movement of goods from manufacturers 

to consumers, have traditionally been linear and siloed. These conventional models, reliant 

on sequential steps and rigid processes, are becoming inadequate in addressing the 

complexities of today’s interconnected global markets. The advent of digital technologies and 

the increasing integration of global markets have exposed the limitations of these old-school 
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supply chain setups. The need for agility, transparency, and real-time responsiveness has 

never been greater (1). 

In response to these demands, new financial tools and technologies have emerged, 

offering innovative solutions to long-standing challenges in supply chain management. 

These tools are not just enhancing existing processes but are fundamentally altering the way 

supply chains operate, making them more efficient and robust. This transformation is driven 

by several key innovations, including blockchain technology, advancements in fintech, and 

flexible pricing models (2). 

Financial Innovations Transforming Supply Chains 

1. Blockchain Technology 

Blockchain technology, originally developed to support cryptocurrencies like Bitcoin, 

has found significant applications in supply chain management. A blockchain is a 

decentralized digital ledger that records transactions across a network of computers in a 

secure and immutable way. This technology offers several benefits for supply chain 

operations: 

• Transparency: Blockchain provides a transparent record of transactions, enabling all 

parties in the supply chain to access real-time information about the movement of 

goods. This transparency helps reduce fraud, enhance traceability, and improve 

accountability (3). 

• Security: The decentralized nature of blockchain makes it highly secure against 

tampering and cyber-attacks. Each transaction is encrypted and linked to the previous 

one, creating a secure chain of data that is nearly impossible to alter (4). 

• Efficiency: By eliminating intermediaries and automating processes through smart 

contracts, blockchain can streamline operations and reduce transaction costs. Smart 

contracts are self-executing contracts with the terms of the agreement directly written 

into code, which automatically executes and verifies transactions when conditions are 

met (5). 

For instance, IBM’s Food Trust blockchain has been used to track the journey of food 

products from farm to table, improving transparency and safety in the food supply chain (6). 

Similarly, the De Beers Group uses blockchain to track the provenance of diamonds, ensuring 

they are conflict-free and ethically sourced (7). 

2. Fintech Solutions 

Financial technology (fintech) has revolutionized the way businesses handle payments, 

credit, and financial management. In the context of supply chains, fintech innovations offer 

several advantages: 

• Faster Payments: Traditional payment systems can be slow and cumbersome, causing 

delays in transactions and impacting cash flow. Fintech solutions, such as digital 

wallets and payment gateways, facilitate faster and more efficient payments, reducing 

the time and cost associated with financial transactions (8). 

• Alternative Financing: Fintech has introduced alternative financing options, such as 

supply chain finance and invoice financing. These solutions provide businesses with 

access to working capital by allowing them to receive early payment on invoices or 

extend payment terms with suppliers. This can improve liquidity and reduce financial 

strain on companies (9). 

• Flexible Pricing Models: Fintech also enables more flexible and dynamic pricing 

models. For example, dynamic pricing algorithms can adjust prices in real-time based 
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on demand, supply, and market conditions, allowing businesses to optimize their 

pricing strategies and improve profitability (10). 

Companies like PayPal and Stripe have transformed payment processing, enabling 

businesses to handle transactions seamlessly across borders (11). Additionally, platforms like 

Tradeshift offer supply chain finance solutions that help businesses optimize their cash flow 

and manage working capital more effectively (12). 

3. Advanced Analytics and Artificial Intelligence 

Advanced analytics and artificial intelligence (AI) are transforming supply chain 

management by providing deeper insights and enabling more informed decision-making. 

These technologies leverage vast amounts of data to improve forecasting, optimize inventory 

management, and enhance overall supply chain performance (13). 

• Predictive Analytics: Predictive analytics uses historical data and statistical 

algorithms to forecast future trends and behaviors. In supply chain management, 

predictive analytics can help businesses anticipate demand, identify potential 

disruptions, and optimize inventory levels (14). 

• AI and Machine Learning: AI and machine learning algorithms can analyze complex 

data sets and identify patterns that may not be apparent through traditional methods. 

These technologies can optimize routes for transportation, improve demand 

forecasting accuracy, and enhance decision-making processes (15). 

For example, companies like Amazon and Walmart use AI and machine learning to 

optimize their supply chain operations, from inventory management to delivery logistics 

(16). These technologies help these companies maintain high levels of efficiency and customer 

satisfaction. 

 

The Impact on Supply Chain Operations 

The integration of financial innovations into supply chain management is yielding 

significant improvements in efficiency, transparency, and responsiveness. These 

advancements are addressing some of the most pressing challenges faced by traditional 

supply chains: 

 

• Increased Efficiency: Financial tools like blockchain and fintech solutions streamline 

processes, reduce transaction times, and lower costs. By automating and digitizing 

financial transactions, businesses can operate more efficiently and allocate resources 

more effectively (17). 

• Enhanced Transparency: Blockchain technology provides a transparent and 

immutable record of transactions, enhancing traceability and accountability. This 

transparency helps build trust among supply chain partners and ensures compliance 

with regulatory requirements (18). 

• Improved Resilience: Financial innovations enable supply chains to be more resilient 

in the face of disruptions. For example, flexible financing options and dynamic pricing 

models allow businesses to adapt to changing market conditions and manage risks 

more effectively (19). 

Real-world examples demonstrate the transformative impact of these financial tools. For 

instance, Maersk, a global leader in container shipping, has partnered with IBM to develop a 

blockchain-based platform called TradeLens. This platform aims to enhance transparency 

and efficiency in global shipping by providing a single, shared view of the supply chain (20). 
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2. Materials and Methods  

To achieve the results discussed in this study, researchers employed a comprehensive method that 

involved investigating previous studies and analyzing existing literature. They conducted a thorough 

review of academic and industry sources, focusing on reports, case studies, and research articles that 

address the impact of financial innovations on supply chain operations (21). This review 

encompassed various financial tools, including blockchain technology, fintech solutions, and 

dynamic pricing models, to understand their effects on supply chain efficiency, transparency, and 

resilience (22). 

The study synthesized insights from these sources to evaluate how new financial concepts are being 

implemented and their implications for supply chain management (23). By examining both 

quantitative data and qualitative findings from prior research, the researchers provided a detailed 

analysis of trends and outcomes related to financial changes in supply chains. This approach allowed 

for the identification of key patterns and correlations within the existing body of knowledge. 

To ensure the accuracy and reliability of the findings, the researchers critically assessed the 

methodologies and results of previous studies, comparing and contrasting their findings to identify 

consistent trends and insights. This rigorous examination of the literature provided a solid foundation 

for the conclusions drawn in this study, offering valuable perspectives on the transformative impact 

of financial innovations on supply chain operations. 

 

.3. Results and Discussion 

3.1 Blockchain Technology 
Blockchain technology has revolutionized the way transactions are recorded and verified within 

supply chains. By providing a decentralized and immutable ledger, blockchain enhances transparency 

and traceability, ensuring that every transaction is visible and cannot be altered. This technology 

mitigates the risk of fraud, reduces the need for intermediaries, and streamlines the flow of goods and 

information across the supply chain. Companies like IBM and Walmart have already integrated 

blockchain into their supply chains, resulting in improved tracking of products from origin to final 

destination. 

 

3.2 Fintech Solutions 
Fintech, or financial technology, encompasses a wide range of digital tools and platforms that are 

transforming financial services, including those related to supply chains. These solutions include 

digital payments, mobile banking, and online lending platforms that enable faster and more secure 

financial transactions. Fintech innovations are particularly beneficial in managing working capital, 

optimizing cash flow, and providing real-time financial data that supports decision-making in supply 

chain operations. 

 

3.3 Dynamic Pricing Models 
Dynamic pricing models allow companies to adjust prices in real-time based on market demand, 

supply levels, and competitor actions. This approach helps businesses optimize inventory levels, reduce 

excess stock, and respond swiftly to changes in the market. In supply chains, dynamic pricing can be 

applied to procurement processes, transportation services, and inventory management, leading to more 

efficient operations and higher profit margins. 
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3.4 Enhancing Operational Efficiency 
Financial innovations are instrumental in enhancing the efficiency of supply chain operations. 

Blockchain, for example, reduces the time and resources needed for transaction verification and 

reconciliation. Fintech solutions streamline payment processes, reducing delays and errors in financial 

transactions. Dynamic pricing models help companies better align their pricing strategies with market 

conditions, minimizing waste and maximizing revenue. These innovations collectively contribute to 

faster, more efficient supply chains that can better meet customer demands. 

 

3.5 Improving Transparency and Traceability 
Transparency and traceability are critical components of modern supply chains, particularly in 

industries where product authenticity and safety are paramount. Blockchain technology plays a key 

role in enhancing these aspects by providing a clear, tamper-proof record of every transaction. This 

increased visibility allows companies to track the movement of goods through the supply chain, 

ensuring compliance with regulations and minimizing the risk of counterfeiting. Consumers also 

benefit from greater transparency, as they can access information about the origin and journey of 

products. 

 

3.6 Strengthening Resilience and Risk Management 
The global nature of supply chains makes them vulnerable to a wide range of risks, including 

geopolitical instability, natural disasters, and economic fluctuations. Financial innovations help 

mitigate these risks by providing more robust and flexible financial frameworks. For instance, fintech 

platforms offer supply chain financing options that can stabilize cash flow during periods of disruption. 

Blockchain's decentralized nature reduces the risk of single points of failure, while dynamic pricing 

models allow companies to quickly adjust to changing market conditions, ensuring continuity of 

operations. 

 

 

Conclusion 

 

The integration of new financial tools into supply chain management is driving a 

significant transformation in the way businesses operate. Blockchain technology, fintech 

solutions, and advanced analytics are reshaping traditional supply chain models, making 

them more efficient, transparent, and resilient. As these innovations continue to evolve, they 

will play a crucial role in shaping the future of supply chain management, enabling 

businesses to navigate the complexities of the modern global economy and meet the ever-

changing demands of consumers. 

 

This study will delve into the specifics of how these financial tools are revolutionizing 

supply chain operations, examining current trends, real-world examples, and the 

implications for the future of supply chain management. By exploring these advancements, 

the paper aims to provide a comprehensive understanding of the impact of financial 

innovation on supply chains and offer insights into the next steps for businesses seeking to 

leverage these tools for competitive advantage. 
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Abstract: The escalating needs of contemporary society, the process of industrialization, and 

advancements in technology have substantially augmented the need for energy. Hence, the 

engineering industry is aggressively pursuing environmentally friendly and economically efficient 

energy solutions. One of the potential solutions to the issue is the photovoltaic thermal system (PVT), 

which seeks to harness both electrical and thermal energy from solar radiation. The purpose of this 

research is to examine computational and experimental studies that assess the thermal and electrical 

efficiency of solar energy systems. Additionally, the discussion includes the significance of 

incorporating PCM with nanoparticles in solar energy systems. During the evaluation process, it was 

clear that adding fins to the phase change material (PCM) made the electrical conversion efficiency 

much better, by 10.2% to 10.9%. Both computational and practical investigations have shown that 

using a hybrid cooling system, which includes water and PCM materials for temperature 

management, results in a superior performance enhancement of 18.5% compared to concentric solar 

cells that are only cooled by phase change material. The best cooling performance for solar cells was 

achieved with Al2O3/TiO2 hybrid nanoparticles, which led to a 17.6% increase in electrical energy 

efficiency. 

Keywords: Solar energy; Thermal energy; Electrical energy; PCM; Nanoparticles. 

1. Introduction 

Urgent concerns about climate change and the exhaustion of conventional energy resources have 

propelled the advancement of renewable energy technology. Solar energy is an abundant and 

ecologically advantageous kind of renewable energy. The use of photovoltaic (PV) technology holds 

significant promise for satisfying energy requirements via the capture and utilisation of solar energy. A 

photovoltaic device is a semiconductor-based apparatus that transforms a maximum of 20% of solar 

energy into electrical energy, while the other 80% is transformed into heat, resulting in an increase in 

the device's surface temperature [1]. Several studies [2] have shown that the rise in surface temperature 

greatly influences the performance and electrical conversion efficiency of photovoltaic (PV) systems. 

These findings are illustrated in Figure 1 and summarised in Table 1. 

 

Figure 1. Analysis of the performance attributes of a polycrystalline silicon solar module at different 

cell surface temperatures [2] 
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Table 1: Impact of a photovoltaic surface temperature increase on electrical efficiency [2] 

Temperature 

rise [oC] 

Drop in electrical 

efficiency[%] 
Reference 

35 22.55 2 

45 19.70 3 

45 19.51 4 

28 12.6 5 

56 41 6 

The widespread use of photovoltaics has prompted government agencies to implement plans for 

deploying high-capacity plants, owing to their environmental sustainability, cost-effectiveness, and 

high efficiency. In sunny regions where this technology is intended to be adopted, the efficiency of 

energy conversion in photovoltaics is reduced as a result of the elevated operating temperature of the 

cells.  Solar panels absorb a substantial proportion of solar radiation as thermal energy, while 

transforming a lesser proportion into electrical energy.  The use of PV/T technology has the benefit of 

lowering the temperature of solar modules while simultaneously enhancing their power generation. 

Furthermore, the PV/T technology produces thermal energy that can be harnessed for diverse 

applications. This study conducted a comprehensive examination of current research and papers 

published in the area of photovoltaic/thermal (PV/T) systems. The researchers partitioned the current 

study into many parts to elucidate and concentrate on the impact of each technology individually. The 

researchers employed numerous fluids, such as air, water, and oil, to boost the heat dissipation of the 

solar panels. Their investigation included a wide range of these fluids. Previous studies have often 

enhanced the thermal conductivity of liquid cooling fluids by including different kinds of nanoparticles 

with higher thermal conductivity. Previous studies have used variable-phase materials to exploit the 

substantial storage capacity of the latent heat present in these materials. Prior investigations have 

examined methods for enhancing the thermal conductivity of phase change materials (PCMs) by the 

incorporation of nanoparticles with superior heat conduction capabilities. Furthermore, researchers 

have successfully integrated nano-Phase Change Materials (nano-PCMs) and nanofluids into a 

cohesive system. By doing both theoretical research and practical testing, they have shown that this 

technique offers superior energy collecting and utilisation in comparison to current PV/T systems. 

Upon completion of the study, many significant discoveries have surfaced, indicating that the scope of 

the work remains restricted and necessitates more research endeavours and investigations. 

2.Numerical studies of photovoltaic  thermal system: 

The study of algorithms that use numerical approximation for mathematical analysis problems—as 

opposed to symbolic manipulations—is known as numerical analysis (as differentiated from discrete 

mathematics). It is the study of numerical techniques that look for rough answers to issues rather than 

precise ones. 

Oussama Rejeb et.al. [3] Demonstrated is the potential use of phase change materials (PCMs) to 

enhance the cooling of the cold sides of TEG modules. This, in turn, leads to an improvement in the 

electrical performance of the modules due to the significant latent heat possessed by PCMs. The phase 

change material (PCM) is located on the cold side of the thermoelectric (TE) module, functioning as a 

heat sink. This results in a higher temperature difference between the two sides of the TE module, 

hence enhancing its electrical output. 

Hussain et al. [4] Suggested an explicit dynamic model for a photovoltaic/thermal dual fluid system 

(PVT) that simultaneously utilises nanofluid and air. Mathematical modelling and computational fluid 

dynamics (CFD) simulation were conducted using MATLAB® and ANSYS FLUENT® software, 

respectively. In addition, the impact of CuO nanofluid combined with air on heat transfer improvement 

is examined across several flow regimes, including laminar, transitional, and turbulent. Researchers 
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determined that using a CuO nanofluid with air resulted in an overall equivalent efficiency of 90.3%, 

while using water with air yielded an efficiency of 79.8%. 

3.Experimental studies of photovoltaic: 

An experiment is a systematic and controlled technique used to provide evidence either in favour of or 

against a theory. Experiments provide understanding of cause-and-effect relationships by showcasing 

the result that arises when a certain aspect is modified. Experiments exhibit significant variations in 

terms of their objectives and scope, although they always depend on a replicable methodology and a 

rational examination of the outcomes. The experimental design of the PVT-collector utilises Paraffin 

Wax with a melting temperature of (58/60), as shown in Figure 2. Paraffin wax is a saturated 

hydrocarbon substance known as alkanes that functions as a phase change material (PCM). Paraffin 

wax is an effective thermal insulator that can store heat as it undergoes a phase change from solid to 

liquid. One can use this stored heat in a system at a later time [5]. 

 

Figure 2: Paraffin Wax (58/60) 

We applied paraffin wax to the copper pipes to enhance the thermal characteristics of the hybrid PVT 

collector. We placed thermal sensors inside the paraffin wax, as well as behind both the PV panel and 

the FPC collector, and also on the standalone PV panel [6]. Table 2 displays the thermophysical 

specification of the used paraffin wax. 

Table 2: Thermo physical specification of the used paraffin wax [6]. 

 

The collector may be used to acquire both thermal and electrical solar energy simultaneously, without 

the need for segregation, while utilising the same surface area. The impact of weather conditions on 

both the electrical and thermal efficiency is taken into account, along with the temperature differential 

between the incoming and outgoing water in the collectors [7]. 

Lee et al. (2019) [8] Performed experiments with different water flow rates and used nanomaterials, 

namely CuO/water and Al2O3/water. The findings showed that the extremities achieved a flow rate of 

three litres per minute by squirting, which was compared to flow rates of one, two, and four litres per 
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minute. The results indicate that the use of nano-liquids (CuO or water) in a PVT system leads to a 

significant improvement of 21.3% in thermal efficiency. The aqua-based system exhibited a 15.14% 

increase in thermal efficiency compared to both the water-based and nano-liquid (Al2O3/water) 

systems. Nevertheless, there was no alteration in electrical efficiency between the aqua-based system 

and the nanofluid system. 

Al-Shahmani et.al.[9] Performed empirical trials on the PVT collector using several nanofluids, such 

as SiO2, TiO2, and SiC. The study revealed that the PVT collector using SiC nanofluid had the highest 

photovoltaic thermal (PVT) efficiency, reaching an impressive 81.73%. In addition, it attained a 

photovoltaic (PVT) electrical efficiency of 13.52% and the most favourable total energy coefficient 

(COE) of 0.93. The researchers derived the findings with a flow rate of 0.170 kg/s and solar irradiation 

values of 1000 W/m2. The performance of the PVT-TiO2 nanofluids, PVT-SiO2 nanofluids, and 

PVT-water showed a decreasing pattern. 

4.Numerical and experimental studies of photovoltaic 

Maryam Rahimi Khanegah et. al. [10]  We investigated the temperature regulation of a concentrated 

solar panel by analyzing a hybrid cooling system that uses water and phase change material, both 

theoretically and experimentally.  The concentrators used in this study were created and manufactured 

using innovative methods. We investigate the performance of the proposed system in comparison to a 

concentrated photovoltaic system cooled solely by phase change material. The evaluation shows a 

significant improvement in performance, with an 18.5% increase. 

Zaiguo Fu et. al. [11] A unique layout concept for the heat exchanger has been provided, along with a 

comprehensive mathematical model that describes the heat transfer mechanism and operating 

efficiency of the PVT system. The findings indicate a strong correlation between the predicted 

temperature fluctuation of the PVT system and the actual system. Using a heat exchanger using phase 

change materials (PCMs) may increase the average electrical efficiency of the PVT system by around 

1%. 

5.PCM as a heat storage in solar energy  . 

Phase change materials (PCM) are very intriguing due to their ability to provide a tenfold increase in 

heat capacity (in comparison to traditional materials) while experiencing little or insignificant 

temperature fluctuations. 

Muhammad Arslan Qasim  et. al. [12] We investigated the temperature regulation of a concentrated 

solar panel by analysing a hybrid cooling system that uses water and phase change material, both 

theoretically and experimentally. We created and manufactured the concentrators used in this study 

using innovative methods. The proposed system's performance is compared to a concentrated 

photovoltaic system cooled solely by phase change material. The evaluation shows a significant 

improvement in performance, with an 18.5% increase. 

Husam Abdulrasool Hasan et.al.[13] This study investigated the effects of nanoparticles (SiC, TiO2, 

and SiO2) distributed in water, which served as the main fluid, on the electrical and thermal efficiency 

of a photovoltaic thermal (PVT) collector that utilises jet impingement. We conducted a controlled 

indoor experiment to evaluate the performance of a PVT collector, considering specific solar 

irradiances and mass flow rates. 

5.1 Analysis of PVT  

The creation and promotion of efficient, inexpensive, and high-impact technologies, systems, and 

practices is vital. In order to enhance energy efficiency, researchers are now investigating the use of 
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phase change materials (PCM) as innovative technologies. Figure 3 depicts the methods used for 

conducting thermal analysis of PVT collectors. 

 

Figure 3: Methodology of PVT collector thermal analysis [6]. 

Nurul Syakirah Nazri et.al.[14] We assessed the efficacy of the PVT-TE collector by using a 

one-dimensional (1D) mathematical model in a steady-state study. We used Microsoft Excel and the 

inverse matrix approach to solve the energy balance equations. The investigation specifically 

examined experiments conducted on PVT and PVT-TE collectors with a solar radiation intensity of 

593.16 W/m2. 

Ramadan Gad et.al. [15] Developed a comprehensive mathematical model and calculated its solution 

using a customised Runge-Kutta algorithm in MATLAB software. The cooling system shown in 

Figure 4, which utilizes hybrid nanoparticles, achieves significantly higher daily energy efficiency 

rates of 56.45% and 54.45% compared to the typical solar cell system that employs SP31 and 

SP15-gel, which only achieve 8.77% and 7.84%, respectively. The mean exercise effectiveness of 

SP31/hybrid nano was 13.23%, with the maximum value recorded as 14.98% for SP15-gel/hybrid 

nano. 

 

Figure 4: (a) proposed hybrid cooling system description (PV/HP/PCM-hybrid nano); (b) solar cell 

composition with the thickness of each layer; (c) construction and operation of the flat heat pipe; (d) 

composite PCM-heat sink. 
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6. Hypird PVT performance of PVT    

Photovoltaic thermal collectors, commonly referred to as PVT collectors or hybrid solar collectors, are 

innovative power generation systems that harness solar radiation to produce both thermal and electrical 

energy. 

Bourhan Tashtoush et.al.[16] Investigated the combination of solar-assisted 

humidification-dehumidification (HDH) and forward osmosis (FO) methods for the purpose of 

desalinating brackish water. We solve the FO sub-model using the finite difference method, and 

iteratively perform the HDH sub-model inside a single MATLAB function. The objective is to achieve 

a convergence error of 10−8. 

6.1 Heating Hypird PVT performance of PVT    

Abdulsahib M. Bassam et.al. [17]  Conducted studies in a controlled setting using an indoor solar 

simulator with a solar irradiation intensity of 800W/m2. The use of nanoparticles facilitated the 

enhancement of thermal conductivities in both nano PCM and nanofluid , hence leading to an 

improvement in their overall performance. 

6.2Cooling Hypird PVT performance of PVT    

Ali Hassan et.al. [18] Evaluated the operational efficacy of the hybrid photovoltaic-thermal (PVT) 

system by analysing factors including photovoltaic (PV) temperature, electrical efficiency, thermal 

efficiency, and overall efficiency. The experiment included comparing a PVT/PCM system, which 

integrates water flowing via tubes inside the PCM, with a PV/PCM system and a regular PV system. 

 Talib K. Murtadha [19] Examined and contrasted prior studies that demonstrated the highest level of 

effectiveness through the use of a 2 wt% hybrid nanofluid for cooling the PV panels. Implementing a 

cooling system for the photovoltaic panels in order to optimise PV performance results in improved 

efficiency, longevity, and power production. 

7.Photovoltaic in different designs technologies of photovoltaic   

The photovoltaic thermal collector system (PVT) is an innovative technology that simultaneously 

produces thermal and electrical energy throughout the seasons. 

Chunying Li et. al.[20] Conducted an experiment to examine the thermal, luminous, and electrical 

characteristics of a vertically mounted bifacial photovoltaic sunshade (BiPVS). The PV module 

oriented towards the west produced an average daily power of 709.4 kJ over a period of three 

consecutive days, while the PV module oriented towards the east generated an average daily power of 

636.7 kJ. The average electricity efficiencies were 15.67% and 25.62%. 

Yaser Maleki et.al. [21] Recently, there has been an investigation into the use of thermoelectric 

generators (TEG) and phase change materials (PCM). Phase-change materials (PCMs) safeguard the 

system from excessive heat by assimilating thermal energy when they reach their melting point. 

Thermoelectric generators (TEGs) use the temperature difference inside systems to produce electrical 

energy. Figure 5 depicts the experimental configurations: Thermal paste attaches the thermoelectric 

generator (TEG) modules to the rear surface of the system. Systems 1 and 2 are subjected to testing in 

real-world, outside situations. The figure illustrates the design of the system, with the 

PV/T-TEG-2PCM (system 1) located on the left and the PV/T-TEG (system 2) positioned on the right. 
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Figure 5: a)We affix thermoelectric generator (TEG) modules to the rear surface of the system using 

thermal paste. b) Systems 1 and 2 are subjected to real-world outdoor test circumstances. 

 

9. Conclusions 

1. In the course of numerical investigations, it was determined that CuO exhibited the greatest direct 

conductivity and superior stability when compared to other nanofluids, utilising MATLAB and 

ANSYS Fluent. 

2. Adding fins to the phase change material (PCM) led to a higher electrical conversion efficiency, 

rising from 10.2% to 10.9%. The enhancement is directly proportional to the number of fins. For 

instance, while using 8 fins, the efficiency gain ranged from 11.8% to 12.2%. 

3. When using a hybrid cooling system that combines water and PCM materials to regulate 

temperature, both computational and experimental investigations have shown a significant 

performance enhancement of 18.5% compared to concentric photovoltaic cells that only rely on phase 

change material for cooling. 

The findings demonstrated a noteworthy improvement in system efficiency and a 0.02% decrease in 

CO2 emissions. 

4. HP-PCM surpasses the cooling efficiency of conventional solar panels and further improves it by 

using hybrid nanoparticles. 

5. From a design perspective, it is evident that using PV/T-TEG-2PCM yields superior performance 

compared to PV/T-TEG. This is because PV/T-TEG-2PCM is capable of decreasing the average 

temperature of solar cells, resulting in a total efficiency that is 9.9% greater than the PV/TEG system. 

6. Using a hybrid nanofluid composed of Al2O3 and TiO2 achieved the most optimal cooling 

performance for solar cells. This resulted in a significant 17.6% enhancement in the efficiency of 

electrical energy conversion. 

 

Funding: Please add: “This research received no external funding”  

48



Acknowledgments: In this section you can acknowledge any support given which is not covered by the 

author contribution or funding sections. This may include administrative and technical support, or donations 

in kind (e.g., materials used for experiments). 

References 

1. Nassar YF, Salem AA. The reliability of the photovoltaic utilization in southern cities of Libya. 

Desalination. 2007 Apr 30;209(1-3):86-90. 

2. Cuce E, Cuce PM, Karakas IH, Bali T. An accurate model for photovoltaic (PV) modules to determine 

electrical characteristics and thermodynamic performance parameters. Energy Conversion and 

Management. 2017 Aug 15;146:205-16.  

3. Oussama Rejeb, Bilal Lamrani, Ravita Lamb, Tarik Kousksou, Tareq Salameh, Abdelmajid Jemni, 

Abdul Kadir Hamid, Maamar Bettayeb, Chaouki Ghenai,(2023),’’ Numerical investigations of 

concentrated photovoltaic thermal system integrated with thermoelectric power generator and phase 

change material’’, Journal of Energy Storage, Vol. 62, pp., 106820, 

https://doi.org/10.1016/j.est.2023.106820 

4. M. Imtiaz Hussain, Jin-Hee Kim, Jun-Tae Kim " Nanofluid-powered dual-fluid photovoltaic/thermal 

(PVT) system: Comparative numerical study", Energies 12 (5), 775, 2019. 

5. Haytham Yousef (2019), “Experimental study of design a hybrid photovoltaic thermal collector (PVT 

-collector) for a domestic use”, Palestine Polytechnic University, Master thesis. 

6. Ali H.A. Al-Waeli, Miqdam T. Chaichan, K. Sopian a, Hussein. Kazem, Hameed B. Mahood, Anees 

A. Khadom ,(2019),“Modeling and experimental validation of a PVT system using nanofluid coolant 

and nano-PCM”, Solar Energy,vol.177,pp. 178-191. https://doi.org/10.1016/j.solener.2018.11.016. 

7. “Experimental study of design a hybrid photovoltaic thermal collector (PVT -collector) for a domestic 

use.”  

8. Joo Hee Lee, Seong Geon Hwang and Gwi Hyun Lee “Efficiency Improvement of a Photovoltaic 

Thermal (PVT) System Using Nanofluids”. 

9. Ali Najah Al Shahmani, K. Sopian, Sohif Mat, Husam Abdulrasool Hasan, Azher M. Abed, M.H. 

Ruslan,(2016),’’ Experimental studies of rectangular tube absorber photovoltaic thermal collector with 

various types of nanofluids under the tropical climate conditions’’, Energy Conversion and 

Management, vol.124,pp.528-542, https://doi.org/10.1016/j.enconman.2016.07.052. 

10. Maryam Rahimi Khanegah, Ali Ashrafizadeh, Danial Borooghani, Farschad Torabi, ,(2023),’’ 

Performance evaluation of a concentrated Photovoltaic/thermal system based on water and phase 

change Material: Numerical study and experimental validation’’, Applied Thermal Engineering, Vol. 

232, pp., 120936, https://doi.org/10.1016/j.applthermaleng.2023.120936 

11. Zaiguo Fu, Xiaotian Liang, Yang Li, Lingtong Li, Qunzhi Zhu,(2021),“Performance improvement of a 

PVT system using a multilayer structural heat exchanger with PCMs”, Renewable Energy,Vol.169,pp. 

308-317, https://doi.org/10.1016/j.renene.2020.12.108. 

12. Muhammad Arslan Qasim, Hafiz Muhammad Ali, Muhammad Niaz Khan, Nauman Arshad, Danyal 

Khaliq, Zarghoon Ali, Muhammad Mansoor Janjua,(2020),’’ The effect of using hybrid phase change 

materials on thermal management of photovoltaic panels – An experimental study’’, Solar 

Energy,Vol. 209, pp. 415-423, https://doi.org/10.1016/j.solener.2020.09.027. 

13. Husam Abdulrasool Hasan, Kamaruzzaman Sopian, Ahed Hameed Jaaz, Ali Najah 

Al-Shahmani,(2017),’’ Experimental investigation of jet array nanofluids impingement in 

photovoltaic/thermal collector’’, Solar Energy, vol.144, pp.321–334, 

https://doi.org/10.1016/j.solener.2017.01.036. 

14. Nurul Syakirah Nazri, Ahmad Fudholi, Evgeny Solomin, Maulana Arifin, Mohammad Hossein 

Yazdi, Tri Suyono, Eka Rakhman Priandana, Muslizainun Mustapha, Muhamad Hafiz Hamsan, 

Afifuddin Husairi Hussain, Mohd Fadhli Shah Khaidzir, Muhammad Ibrahim Ali Zaini, Nurul 

Nazli Rosli, Masita Mohammad, Kamaruzzaman Sopian ,(2023), ’’Analytical and experimental 

study of hybrid photovoltaic–thermal–thermoelectric systems in sustainable energy 

generation’’,Case Studies in Thermal Engineering,vol.51,pp.103522, 

https://doi.org/10.1016/j.csite.2023.103522. 

49



15. Ramadan Gad, Hatem Mahmoud c d, Shinichi Ookawara e, Hamdy Hassan af,(2023), “Evaluation 

of thermal management of photovoltaic solar cell via hybrid cooling system of phase change 

material inclusion hybrid nanoparticles coupled with flat heat pipe”, Journal of Energy 

Storage,vol.57,pp.106185, https://doi.org/10.1016/j.est.2022.106185. 

16. Bourhan Tashtoush, Jamal Al-Omari,(2023),’’Solar-assisted hybrid integration of 

humidification-dehumidification and forward osmosis for brackish water desalination: A parametric 

study’’, Case Studies in Chemical and Environmental Engineering,vol.8,pp.100500, 

https://doi.org/10.1016/j.cscee.2023.100500. 

17. Abdulsahib M. Bassam, Kamaruzzaman Sopian, Adnan Ibrahim, Anwer B. Al-Aasam, Mojtaba 

Dayer,(2023),’’ Experimental analysis of photovoltaic thermal collector (PVT) with nano PCM and 

micro-fins tube counterclockwise twisted tape nanofluid’’, Case Studies in Thermal 

Engineering,vol.45,pp.102883, https://doi.org/10.1016/j.csite.2023.102883 

18. Ali Hassan, Abdul Wahab, Muhammad Arslan Qasim, Muhammad Mansoor Janjua, Muhammad Aon 

Ali, Hafiz Muhammad Ali, Tufail Rehman Jadoon, Ejaz Ali, Ahsan Raza, Noshairwan 

Javaid,(2020),’’Thermal management and uniform temperature regulation of photovoltaic modules 

using hybrid phase change materials-nanofluids system’’, Renewable Energy,vol.145,pp. 282-293, 

https://doi.org/10.1016/j.renene.2019.05.130. 

19. Talib K. Murtadha,(2023), “Effect of using Al2O3 / TiO2 hybrid nanofluids on improving the 

photovoltaic performance”, Case Studies in Thermal Engineering,vol.47,pp. 103112, 

https://doi.org/10.1016/j.csite.2023.103112. 

20. Chunying Li, Wankun Zhang, Juhu Wu, Yuanli Lyu, Haida Tang,(2023), ‘’Experimental study of a 

vertically mounted bifacial photovoltaic sunshade’’, Renewable Energy,Vol 219, pp. 119518, 

https://doi.org/10.1016/j.renene.2023.119518 

21. Yaser Maleki, Fathollah Pourfayaz, Mehdi Mehrpooya ,(2022),“Experimental study of a novel hybrid 

photovoltaic/thermal and thermoelectric generators system with dual phase change materials”, 

Renewable Energy,Vol.201,pp.202-215, https://doi.org/10.1016/j.renene.2022.11.037. 

 

50



Intelligent Control Strategies for Permanent Magnet Synchronous 
Machines in Robotics and Automation 

Kasim M. Al-Aubidy, Abdullah F. Al-Saoudi, and Izziyyah M. Alsudi  
Mechatronics Eng. Dept., Tishk International University, Erbil, Iraq 

Email: qasim.obaidi@tiu.edu.iq 
 
 

Abstract: 
Permanent magnet synchronous machines (PMSMs) are of great interest in automation and 
robotics for their compact size, high efficiency, and low maintenance requirements. However, 
controlling their speed and position presents challenges, primarily due to the necessity for precise 
rotor position detection. This paper addresses the significance of accurate rotor position detection 
in such drive systems, along with strategies for controlling the operation of permanent magnet 
motors. Conventional controllers such as PID controllers are commonly employed but are often 
affected by changes in system dynamics, requiring periodic updates for controller parameters 
based on the precise mathematical model of the motor. This research aims to explore several 
intelligent control strategies that do not rely on the mathematical model of the PMSM. The 
performance of the PMSM drive system will be evaluated using various intelligent controllers, 
including; fuzzy logic controller, neural network controller, and adaptive neural fuzzy inference 
system (ANFIS) controller. The performance of these intelligent controllers will be compared 
against that of a PID controller, which relies on PMSM mathematical model to obtain optimal or 
suboptimal parameters of the controller. The results presented in this paper demonstrate the 
capability of the proposed smart controllers to effectively regulate the speed of PMSMs compared 
to a PID controller.  
 
Keywords: PMSM, Rotor position detection, PID controller, Fuzzy control Neural networks 

control, ANFIS controller, Brushless Drive system. 

I. INTRODUCTION 
A Permanent Magnet Synchronous Motor (PMSM) is an alternating current (AC) synchronous 

motor utilizing permanent magnets for field excitation. PMSMs are known for their efficiency, 
speed, compact size, brushless operation, high reliability, and dynamic performance [1]. These 
characteristics make them invaluable in automation and robotics applications, where smooth 
operation and reliability are paramount. However, controlling PMSM operation presents 
challenges, especially in accurately determining rotor position, critical for precise control of 
electronic devices in drive units [2]. The electronically commutated PMSM operates similarly to 
a brushless DC motor. Various methods are employed to detect rotor position accurately, essential 
for achieving precise motor speed and position control [3.4].  

AC motor drives are nonlinear, multivariable systems with complex dynamic behavior 
attributed to the coupling between rotor and stator windings [5]. In real-time drive systems, 
controlling such machines demands sophisticated control strategies that are challenging to 
implement without using advancements in artificial intelligence. There is extensive research and 
studies exploring the use of PMSM across a wide range of applications, including industrial, 
aerospace, service, and healthcare. Some applications focus on speed control schemes [5,6], while 
others prioritize position control [7,8]. In some cases, steady-state operation is critical, while in 
others, dynamic performance takes precedence. In PMSM drive systems, the rotor position sensor 
is necessary to control the inverter power devices. One of the challenges facing current methods 
of rotor position detection is the cost and reliability of the sensors [1,2]. Optical encoders or Hall 
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effect sensors are often used to sense rotor position and may be susceptible to contamination or 
damage [3,4]. PMSM drive systems operate in two control modes: open loop and closed loop. In 
open-loop mode, an independent oscillator controls motor speed without using a rotor position 
sensor. While closed-loop mode utilizes feedback from a rotor position sensor to directly control 
inverter power switches. Open-loop configuration is simpler as it does not require a rotor position 
sensor, relying instead on precise adjustment of motor speed with high precision PWM inverters 
[2]. However, under significant load torque, the motor may lose synchronization (pullout), 
therefore closed-loop control is necessary. The primary objective of closed-loop control is to 
enhance system stability and achieve torque control across the desired speed range [9]. PMSM 
drive systems have gained popularity in various industrial applications due to their ability to 
combine desirable performance characteristics of both DC and AC drives [1,2,10].  

The performance of traditional controllers has been unsatisfactory in many applications since 
these controllers require constant adjustment of their parameters, which depend heavily on prior 
knowledge of the precise mathematical model of the drive system [11,12]. Alternative control 
algorithms have also been employed, including direct torque control [13,14], adaptive control 
[11,12], and model reference control [9,13]. With the growing interest in artificial intelligence 
(AI) and its applications, intelligent control systems capable of delivering fast dynamic responses 
have emerged. Controllers based on fuzzy logic [2] or neural networks [12] can be designed to 
control the speed or position of motors. Genetic algorithms can also be used as optimization tools 
to find the optimal values for controller parameters [14]. Additionally, research has explored the 
use of adaptive neuro-fuzzy inference system (ANFIS) as a hybrid tool that combines the benefits 
of both fuzzy logic and neural networks, showing promising results in controlling PM motors 
under various conditions [15,16,17]. Deep learning algorithms [18] can also be applied to control 
PMSMs due to their ability to model nonlinear systems and adapt to changes in motor behavior 
and environmental conditions, making them highly flexible in real-world applications.  

This research aims to explore several intelligent control strategies that do not rely on the 
mathematical model of the PMSM. It will address the design of four controllers: a fuzzy logic 
controller, a neural network controller, an ANFIS-based controller, and a deep learning controller, 
in addition to the PID controller for comparison purposes. The structure of the paper is as follows: 
the second section covers background information on the components of the PMSM system. 
Traditional control methods for the PMSM system are discussed in the third section. Intelligent 
control methods are addressed in the fourth section. Section Five presents the results and 
evaluation of these control techniques, with the most significant conclusions summarized in 
section six. 

II. PMSM DRIVE SYSTEM ELEMENTS 
A PMSM drive system typically consists of four basic components that collaborate to control 
motor operation, as illustrated in Figure 1: 

 
Figure 1: Elements of a PMSM drive system. 
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1. PMSM Motor: 
The motor comprises two main parts: the stator and the rotor. The stator contains coils 

(typically three-phase) through which AC current flows, generating a rotating magnetic field. The 
rotor incorporates permanent magnets. The interaction between the stator's magnetic field and the 
rotor's magnets creates motor torque. 

 
2. Inverter: 

Converts DC current from a power source (or battery) into AC current to supply the motor. The 
inverter regulates the frequency and amplitude of the AC voltage applied to the motor windings, 
thereby governing the motor's speed and torque. 
 
3. Rotor position detection: 

The detection of rotor position is crucial for developing an efficient PMSM drive with 
enhanced performance. Accurate estimation of rotor position significantly impacts starting torque. 
Inaccurate estimation may reduce torque and cause the motor to rotate in the wrong direction [6]. 
Various methods exist for detecting rotor position in PMSMs, some employing mechanical 
sensors and others not. Methods include optical encoders, potentiometers, resolvers, search coils, 
and Hall-effect sensors. 

Preferably, a rotor position sensor should accurately detect the position of the rotor magnet 
relative to the stator windings. Optical encoders may not accurately reflect the rotor magnet's 
actual position when the stator is energized through the inverter. In such cases, search coils or 
Hall-effect detectors are preferred for rotor position detection. The output from the rotor position 
sensor is then utilized to measure the position and speed of the PMSM. 
 
4. Microcontroller: 

The microcomputer is one of the most crucial components in any drive system, responsible for 
implementing measurement and control algorithms. It also facilitates communication with other 
units both within and outside the system. 

III. CONVENTIONAL CONTROL METHODS 
There are various types of control techniques used to adjust the performance of PMSMs under 

different operating conditions. However, the choice of control method depends on the desired 
performance characteristics. Many control strategies have been introduced to enhance PMSM 
performance, some relying on mathematical models of the PMSM, while others utilize AI and 
soft-computing tools. This paper will discuss conventional control methods as well as those based 
on artificial intelligence concepts. 

Conventional control methods for PMSM typically include PID control, direct torque control, 
field-oriented control, and sliding mode control. Generally, these methods are straightforward and 
suitable for applications where high performance is not crucial. However, they often come with 
several disadvantages. For instance, they may exhibit limited performance, lack flexibility, control 
precision, and sensitivity to motor parameter variations. Therefore, they require an accurate 
mathematical model of the PMSM to effectively update controller parameters. For example, PID 
controllers are widely used in industrial control systems due to their simplicity and effectiveness 
in regulating processes. However, such a controller requires constant parameter updates when 
used to control a motor. The general PID control equation is: 

(ݐ)ݑ = (ݐ)௣݁ܭ + ∫௜ܭ ݐ݀(ݐ)݁ ௗܭ+
ௗ௘(௧)
ௗ௧

  (1) 
 There are several methods to update controller parameters, including manual trial and error, 
system response tests, and heuristic approaches. For instance, the Ziegler-Nichols method is a well-
known heuristic approach that involves step-response testing of the system to determine initial PID 
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parameters. This method systematically adjusts PID parameters to enhance stability and response 
either by directly performing a step response test or by using the ultimate gain and period. Effective 
implementation of this tuning method necessitates careful interpretation of step-response data. 

IV. INTELLIGENT CONTROL METHODS 
PMSMs exhibit non-linear characteristics, and soft-computing tools can effectively model and 

control these nonlinearities, providing smoother and more accurate control compared to 
conventional linear controllers. Intelligent controllers exhibit robustness against changes in 
system plant parameters compared to conventional controllers and offer superior noise rejection 
capabilities. As modern control strategies become more sophisticated, adaptive controllers remain 
highly competitive in high-performance drive applications. Therefore, employing an AI-based 
controller can effectively deliver accurate and faster solutions while handling complex nonlinear 
characteristics. The following AI-based controllers will be considered: 

 
1. Neural Network Control:  

The use of ANN as a parallel simulation tool to implement the required controller of the PMSM 
is depicted in Fig. 2. ANNs represent a superior alternative to conventional PID controllers. A 
supervised multi-layer feedforward ANN trained with back-propagation is feasible for PMSM 
control. The ANN includes input and output layers, along with hidden layers whose optimal 
number and nodes typically require trial and error. This controller features an input layer with two 
nodes (representing error and integral of error), a hidden layer with 100 nodes, and an output layer 
with a single node, with 70% training, 15% validation, 15% testing. 

 

 
Figure 2: ANN control of PMSM. 

 
2. Fuzzy Logic Control:  
Fuzzy logic strategies closely mimic expert knowledge and experience.  Figure 3 illustrates the 
layout of a fuzzy control system, comprising fuzzification, a rule database, rule inference, and 
defuzzification. A straightforward structure of Fuzzy Logic Controller (FLC) is utilized for motor 
speed regulation. 

 
Figure 3: Fuzzy control of PMSM drive. 

 
The FLC architecture uses fuzzy logic rules as shown in table I, which are structured as IF-

THEN statements to map input variables (such as error and derivative of error) to an output. 
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Table I: Fuzzy Rules. 

 
 

3. ANFIS-based controller: 
Adaptive Neuro-Fuzzy Inference System is a powerful hybrid intelligent system that combines 

the adaptability of neural networks with the interpretability of fuzzy logic. ANFIS-based 
controllers can adapt to varying operating conditions and system dynamics of PMSMs, making it 
suitable for applications where the motor operates under different loads and speeds. The most 
important issue in using ANFIS for PMSM drive is its ability to learn from data, enabling it to 
improve its control performance over time without requiring extensive manual tuning. In fact, 
using ANFIS-based controllers in PMSMs allows for robust and adaptive control, capable of 
handling the complexities and nonlinearities inherent in such systems, thereby enhancing overall 
performance and efficiency. Figure 4 shows the layout of the implemented ANFIS-based 
controller for the PMSM drive. 

 

 
Figure 4: ANFIS-based controller of PMSM drive. 

 
     The ANFIS architecture employs fuzzy logic rules, outlined in Table II, structured as IF THEN 
statements to map input variables (like error and change in error) to an output. Each input variable 
corresponds to fuzzy sets, and their combinations create a rule base. Through training, the network 
optimizes these rules, improving the system's ability to handle complex, nonlinear control tasks.  
 

Table II:  ANFIS Fuzzy rules. 

 
 
4. DRL-based Controller: 

Deep learning architectures consist of three main layers: the input layer, hidden layers, and the 
output layer. The complexity of these architectures varies based on their depth, which is 
determined by the number of hidden layers, and the type of activation functions used, which 
influence the model's nonlinearity. Figure 5 illustrates the architecture of a deep learning network, 
which consists of an input layer, six hidden layers, and an output layer. The input layer is two-
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dimensional and sequential, used to input sequence data and apply data normalization. The hidden 
layers include three fully connected (fc) layers with 10 hidden neurons each, a hyperbolic tangent 
(tanh) activation layer, a leaky rectified linear unit (ReLU) layer, and a clipped rectified linear 
unit (ReLU) layer.  

The output layer is a regression layer. In this layer, a combination of features from the previous 
layers is used to identify larger patterns in the image. For regression problems, the output size 
corresponds to the number of response variables. When the input is a sequence, fully connected 
layers operate independently at each time step. The hyperbolic tangent (tanh) activation layer 
applies the tanh function to the layer inputs, which transforms any real number input into an output 
ranging from -1 to 1. Leaky ReLU layers perform threshold operations by multiplying input values 
less than zero by fixed scalars. Clipped ReLU layers also perform threshold operations, setting 
any input value less than zero to zero and capping values above a specified ceiling. This clipping 
prevents the output from becoming excessively large. The regression layer calculates the half-
mean-squared-error loss. Typical regression problems require a regression layer following a fully 
connected layer. Figure 6 shows the layout of the implemented deep learning-based controller for 
the PMSM drive. 

 
Figure 5: Architecture of the DL-based controller. 

 

 
Figure 6: Layout of the DL-based controller. 

V. RESULTS AND DISCUSSION 
PMSM motors are widely used in automation and robotics due to their high efficiency, compact 

size, and low maintenance requirements. The performance of these motors largely depends on the 
accuracy of rotor position sensing and the chosen control algorithm. This study focuses on 
analyzing the performance of PMSM motors using five different control algorithms. The most 
suitable algorithm depends on the specific requirements of the application. Due to the inherent 
complexity and nonlinearity in automation systems and robotics applications involving PMSM, 
an adaptive control algorithm is necessary. Such algorithms are effective in handling both internal 
dynamics and external disturbances. When evaluating the performance of the five controllers 
under identical conditions, the simulation results clearly show some differences in performance. 
It is clear that the DL, ANFIS, and FLC controllers provide smoother and more stable responses 
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compared to the PID and NN controllers, indicating better management of system dynamics. This 
comprehensive comparison highlights the effectiveness of advanced control methods, such as 
FLC, ANFIS, and DL controllers, in achieving optimal speed control with minimal overshoot and 
rapid stability. Table III compares the performance metrics of the five controllers tested with the 
motor. The PID and NN controllers exhibit similar performance, though the NN performs slightly 
worse overall. The FLC and ANFIS controllers have identical values except for overshoot, with 
the FLC showing less overshoot. The DL controller significantly outperforms all other controllers 
across every metric, demonstrating the lowest errors, minimal overshoot, and the fastest rise and 
peak times. 

 
Table III: Comparative Analysis. 

 
 

It is clear from Figure 7 that all controllers aim to achieve and maintain a rotating speed of 1 
rad/s. Among them, the DL controller performs the best, demonstrating a fast response with 
minimal overshoot and quickly stabilizing at the desired set-point. The PID controller also shows 
a good response but with slightly higher overshoot. The NN controller initially drops from the set-
point before stabilizing. The ANFIS and FLC controllers exhibit performance similar to the DL 
controller, but with slightly higher overshoot and slower stabilization. Overall, the DL controller 
achieves the best balance between speed and stability in this comparison.  

In Figure 8, all controllers aim to maintain an angular velocity of 1 rad/s. Two inset markers 
highlight specific regions of the system response for better clarity. The first inset (around 4 
seconds) focuses on the initial transient response. The DL controller (green dashed line) quickly 
reaches the set-point with minimal overshoot. The PID controller (blue line) performs well but 
with slight overshoot. The NN controller (red dashed line) shows a dip before stabilizing. The 
ANFIS (black dashed line) and FLC (purple dashed line) controllers exhibit slightly higher 
overshoots but stabilize quickly. The second inset (around 14-17 seconds) illustrates the system's 
response to disturbances or noise in the steady-state region. The DL controller maintains the best 
stability with minimal oscillations. The PID controller shows small oscillations, while the NN, 
ANFIS, and FLC controllers display larger fluctuations, indicating less stability under 
disturbances. The results given in Table III and the PMSM speed response indicate that the DL 
controller demonstrates the best performance compared to the other four controllers. It achieves 
fast stabilization with minimal overshot and superior disturbance rejection, making it the most 
efficient among those compared.  

 

 
Figure 7: Speed response without disturbances. 
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Figure 8: Speed response of a PMSM with disturbances. 

VI. CONCLUSION 
Permanent magnet synchronous machines have gained significant importance in automation and 

robotics due to their high efficiency, compact size, and low maintenance requirements compared 
to other machines. Despite these advantages, challenges arise in their control, particularly in 
accurately detecting rotor position and employing a controller that can adapt to system dynamics. 
This paper explores several intelligent control strategies that do not rely on a mathematical model 
of PMSMs and compares their performance with that of a PID controller, which requires 
continuous parameter tuning. Each control method has its own advantages and disadvantages, 
making it essential to carefully evaluate which method best suits specific application requirements 
and operational constraints. Test results indicate that ANFIS, FLC and DL-based controllers 
provide smoother and more stable responses compared to PID and NN controllers. Among them, 
FLC and ANFIS controllers demonstrate identical performance, except in terms of overshoot, 
where FLC exhibits a smaller overshoot. Notably, the DL-based controller significantly 
outperforms all others in terms of the lowest errors, minimal overshot, and the fastest rise and 
peak times. Thus, DL-based controllers are effective in motor control because they can model 
complex nonlinear systems and adapt to changes in motor behavior and environmental conditions, 
making them flexible and robust in real-world applications. 
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Abstract: This literature review explores the changing landscape of supply chain risk management in 

the complex and dynamic global market of the present time. It discusses a variety of existing research 

on the topic and underlines the importance of managing supply chain risks effectively. It also 

highlights the role of (AI) and the significance of managing supply chain risks effectively. It also 

discusses the theories of resilience and continuity as responses to risks. Lastly, the review focuses on 

the development of advanced risk prediction models using AI and machine learning, the blending of 

AI algorithms for fraud detection, and real-time data analytics to manage supply chains. We argue 

that (AI) mitigates many known risks and therefore improvements in supply chain management rest 

heavily on its effectiveness. The main points are that AI enhances predictive accuracy, hones 

mitigation strategies, decreases operational disruption and advances decision-making informed by 

data. We hope to promote a shift towards using AI-enhanced applications of supply chain risk 

management to achieve a wider range of risk management goals, all the while maintaining a level of 

adaptability to manage high levels of complexity and rapid changes in the market and environmental 

externalities through a keen anticipation of risk.  

Keywords: AI risk prediction; supply chain fraud detection; supply chain resilience; AI in supply 

chain management; risk mitigation; operational continuity 

 

1. Introduction 

In our heavily interconnected global economy, supply chains are the essential conduit of modern 

economies for the efficient movement and exchange of goods and services across vast spaces. That 

said, this same complexity also exposes them to a wide range of risks including those from natural 

disasters, geopolitical events, cyber-attacks, and fraud. Traditional risk management solutions are 

perceived as not dynamic or insightful enough to be flexible to the multitude of threats, emphasizing 

the very real requirement of a more sophisticated approach. 

The advancement of Artificial Intelligence (AI) is a significant innovation capable of modernizing 

global supply chain risk management practices. By using machine learning, predictive analytics, and 

real-time data, AI has the power to interpret patterns and predict disruptions with a strikingly higher 

level of accuracy than has been possible before. In this way, AI allows for more proactive 

identification of risks and in turn an improved mitigation strategy which will ensure the supply chain 
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will be more resilient and reliable. The role of AI in supply chain risk management is not trivial. AI-

driven risk prediction frameworks enhance both how risks are assessed and how rapidly they are 

recognized and mitigated [1]. In addition, by realizing fraud, AI is a positive influence towards 

ensuring supply chain integrity, reducing the likelihood of losses, upholding long-standing trust [2]. 

While the advancements are evident, the adoption of AI in supply chain risk management also is not 

without its challenges. The implementation of AI in supply chain risk management is causing 

significant controversial issues, with concerns over the privacy of data, the bias in algorithms, and 

even the moral implications of AI decision-making dominating the debate [3-6]. 

The purpose of this report is to investigate how AI may contribute to the identification, evaluation, 

and control of risks within supply chains. By analyzing case studies, AI-driven risk prediction 

models, and fraud detection algorithms, this study aspires to provide readers with a clear 

understanding of the benefits and disadvantages of introducing AI into the robust supply chain risk 

management system. Essentially, this research has generated insights on how AI will eventually 

transform the practice of risk management to ensure high-functioning, predictable supply chains. 

 

2. Materials and Methods 

A comprehensive evaluation of the literature on artificial intelligence (AI) in supply chain risk 

management was conducted by means of a methodical search and analysis of scholarly publications, 

industry reports, and case studies published between 2010 and 2024. Important databases including 

Science Direct, IEEE Xplore, and Google Scholar were used to find the articles. The articles that 

were taken into consideration for the evaluation had to be current, meaning they had to deal with 

supply chain risk management, AI integration, and advances in our knowledge of risk identification, 

assessment, and mitigation. Three categories of AI applications were used to categorize papers for a 

more thorough review: real-time data analysis, fraud detection, and predictive analytics. The articles' 

methods were examined critically, with special attention paid to those that offered solid theoretical 

frameworks and empirical support. The results were then qualitatively synthesized to identify themes, 

obstacles, and gaps in the literature. This offers a comprehensive assessment of how artificial 

intelligence (AI) technologies are influencing supply chain risk management procedures and 

establishes a framework for further study. 

 

3. Results and Discussion 

This section presents the key findings from the literature review on the role of Artificial Intelligence 

(AI) in supply chain risk management, focusing on its applications in risk prediction, mitigation, and 

decision-making. The results are discussed in the context of existing research, and challenges to AI 

adoption are also addressed. 

Application Category AI Techniques Used Primary Functions 

Predictive Analytics Machine Learning Forecasting disruptions, risk identification 

Fraud Detection AI Algorithms Identifying and mitigating fraudulent activities 

Real-time Monitoring Data Analytics Detecting anomalies, real-time risk management 
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3.1. AI Enhances Predictive Accuracy and Risk Mitigation Strategies 

It has been established that using AI in supply chain risk management greatly improves forecasting 

accuracy. Research has demonstrated that AI-driven models are quite good at spotting possible 

hazards before they happen, especially when they use machine learning algorithms and predictive 

analytics. AI, for example, has been successful in forecasting disruptions brought on by supply chain 

delays, market swings, and natural calamities. By proactively implementing mitigation methods, 

these predictive skills enable firms to lessen the total effect of prospective hazards. 

IBM's Watson Supply Chain provides a practical illustration of artificial intelligence (AI) in supply 

chain risk management. IBM Watson analyses enormous volumes of data from several sources, 

including news articles, social media, supply chain history, and weather predictions, using artificial 

intelligence (AI) and machine learning. For example, Watson can forecast possible interruptions 

during hurricanes and other natural catastrophes by examining weather patterns and their expected 

effects on supplier operations and transportation routes. Early risk identification allows businesses to 

minimize the effect on their supply chain by rerouting shipments, adjusting inventory levels, or 

sourcing products from other vendors. Several businesses were able to minimize losses and preserve 

operational continuity amid calamities like Hurricane Harvey in 2017 because of this preventive 

strategy, where traditional risk management methods might have failed to anticipate the full scope of 

disruption [8]. 

AI not only increases forecast accuracy but also enhances risk reduction by facilitating quicker and 

more effective actions. Organizations may minimize operational interruptions by responding 

promptly to emerging risks through the use of AI-driven decision-making frameworks and real-time 

data analysis. AI is especially useful in identifying and reducing risks associated with fraud and 

cybercrime because of its capacity to instantly assess and respond to massive volumes of data. 

3.2. Decreasing Operational Disruption and Enhancing Decision-Making 

The literature has a wealth of evidence supporting AI's ability to minimize operational interruptions. 

AI is able to recognize possible problems and take action before they become serious disruptions by 

utilizing real-time data and sophisticated analytics. AI-powered supply chain monitoring systems, for 

instance, have demonstrated the ability to identify irregularities and initiate corrective measures, 

preserving the seamless functioning of supply networks [9]. 

AI also improves decision-making by offering data-driven insights, which are essential for handling 

intricate risk situations. Decision-makers are able to assess risks more strategically when they switch 

from conventional risk management techniques to AI-enhanced methodologies, which results in more 

informed and efficient judgments. This is especially crucial in the fast-paced market climate of today, 

when supply chains are vulnerable to many hazards [10]. 

3.3. Addressing Challenges in AI Adoption 

Although supply chain risk management greatly benefits from artificial intelligence (AI), there are a 

number of obstacles that must be overcome before AI can be widely used. These include worries 

about algorithmic bias, data privacy, and the moral ramifications of AI-driven decision-making. The 

proper application of AI technology in supply chain management requires addressing these issues [11]. 
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Notwithstanding these obstacles, supply chain risk management might be revolutionized by AI. The 

importance of AI in this industry is anticipated to increase as AI technologies continue to advance 

and as companies become more skilled at managing the hazards involved [12]. 

 

4. Conclusions 

The revolutionary effect of artificial intelligence (AI) on supply chain risk management is 

highlighted in this overview of the literature. The use of artificial intelligence (AI) technology, 

including real-time data processing, predictive analytics, and machine learning algorithms, has 

greatly enhanced an organization's capacity to recognize, evaluate, and reduce risks in its supply 

chains. 

By evaluating vast amounts of data to detect possible disruptions, artificial intelligence (AI) improves 

predictive accuracy and enables enterprises to take preventative action. This capacity helps to create 

more efficient risk mitigation techniques in addition to increasing the accuracy of risk prediction. 

This procedure is further strengthened by real-time data analytics, which makes it possible to react 

quickly to new threats and minimize operational interruptions while preserving continuity. The 

review also underscores the benefits of AI-driven decision-making, which provides data-informed 

insights essential for managing complex and dynamic risk scenarios. This shift from traditional risk 

management approaches to AI-enhanced methods represents a significant improvement in how 

supply chains are managed in today's volatile market environment. 

Adopting AI is not without its difficulties, though. Concerns including algorithmic bias, data privacy, 

and ethical issues need to be taken into account to guarantee the ethical and responsible application 

of AI technology. Meeting these obstacles will be essential to optimizing AI's potential advantages 

for supply chain risk management as technology develops. 

In general, AI is a potent instrument for creating supply networks that are more dependable and 

robust. Organizations must keep investigating and incorporating these developments as supply chain 

performance and resilience will be further improved by the continuous development of AI 

technologies and their use in risk management procedures. 
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Abstract: The recovery of sulfur from hydrogen sulfide (H2S)-containing gas streams is essential in industries like natural 

gas processing. The widely used Claus process is detailed in the research for extracting elemental sulfur from H2S-rich gases. 

The study explores process design and optimization, aiming for efficient sulfur recovery and compliance with environmental 

regulations. The Claus process consists of thermal and catalytic sections, with thermal production accounting for 64% of the 

total elemental sulfur. The research involved simulation using the SULSIM package in HYSYS V.11, resulting in an overall 

efficiency of the Sulfur Recovery Unit (SRU) at 94.53%. Sensitivity analysis indicated that H2S and SO2 flare emissions were 

within acceptable limits, and the produced sulfur had high purity. Optimizing the process through simulation modeling, 

adjusting operating conditions, and including a Tail Gas Treatment (TGT) unit in the ASPEN HYSYS system can lead to 

significant improvements in efficiency and profitability. 

Key words: Aspen HYSYS, Claus Process, CrystaSulf Process, Hydrogen Sulphide, Natural Gas, Pure Sulphur, Recovery 

Process, Sulphur Dioxide. 

 

1. Introduction 

Sulfur has been known since ancient times and was used for cave paintings and medicine. It is formed from atmospheric 

hydrogen sulfide near active volcanoes (Britannica, 2024). Sulfur is a pale-yellow solid with low electrical conductivity. It 

forms compounds with nonmetallic elements and sulfides with most metals. It is widely used to produce sulfuric acid in 

various industries, with high-purity sulfur derived from the Claus process exceeding 98% (Brasted, 2024). Sulfur is primarily 

sourced from underground deposits and has various applications, including the production of sulfuric acid used in fertilizers. 

The Claus process is an industrial technique used to eliminate sulfur, particularly H2S, from gas streams (Jack, 2018). The 

Claus process is used to recover sulfur but faces challenges such as fluctuating feed gas quality, catalyst deactivation, heat 

recovery optimization, corrosion/fouling, environmental compliance, and process optimization. Pre-treating feed gas, 

maintaining the catalyst, implementing efficient heat recovery, using corrosion control, adhering to emission regulations, and 

optimizing operating conditions are essential. Managing hydrogen sulfide exposure is crucial for worker safety. Sulfur has 

potential uses in road building, reducing asphalt use by up to 30%, improving road longevity, and reducing carbon emissions. 

2. Methodology  

The efficient and effective removal of Sulphur compounds in the form of H2S requires a systematic process design using the 

Claus process. A methodology comprising of several key steps is essential to ensure high Sulphur recovery efficiency, meet 

environmental regulations, and minimize operating costs. By adhering to this methodology, the design of the Sulphur recovery 

process can be optimized, resulting in a reliable and efficient solution for the removal of Sulphur compounds from H2S. The 

proposed process design ensures compliance with environmental regulations and reduces operating costs while minimizing 

the impact on the environment. The Claus process involves several sequential steps to convert hydrogen sulfide (H2S) into 

elemental sulfur (S) and water (H2O). The Claus process begins with the introduction of a hydrogen sulfide-rich gas stream, 

often referred to as "sour gas," into the system. This gas stream typically originates from various industrial processes such as 

natural gas purification, petroleum refining, and coal gasification. The incoming sour gas is preheated to the required reaction 

temperature, typically ranging from 500°C to 1000°C. A portion of the hydrogen sulfide is then combusted with a 

stoichiometric amount of air or oxygen to produce sulfur dioxide (SO2) and water vapor (H2O). This exothermic reaction 

generates the heat necessary for the subsequent Claus reactions. 
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• 2H2S + 3O2 → 2SO2 + 2H2O 

The remaining hydrogen sulfide gas, along with the sulfur dioxide produced from the combustion step, enters the 

catalytic conversion reactor. In the presence of a suitable catalyst (typically Alumina), the Claus reactions occur: 

• 2H2S → 2S + 2H2O3 

• H2S + S2 → 2H2S + 2H2O 

 

The reaction involves thermal decomposition of hydrogen sulfide and the formation of elemental sulfur, accelerated by a 

catalyst. The resulting products, primarily elemental sulfur vapor and water vapor, are rapidly cooled to condense liquid 

sulfur. The condensed liquid sulfur is processed to remove impurities and then stored or transported for industrial use. The 

off gas from the process contains traces of sulfur compounds, which are typically further treated to minimize emissions before 

release into the atmosphere. 

 

2.1 Advantages of Claus Process 

The Claus process offers high Sulphur recovery rates (95%-98%), ensuring efficient utilization of resources and minimal 

waste. It is straightforward to operate, running continuously with minimal supervision, contributing to its cost-effectiveness 

(Gupta et al.). 

 

2.2 Disadvantages of Claus Process 

The Claus process is a complex operation that requires precise management of various reaction steps and process variables, 

such as catalysts, pressure, and temperature. It produces elemental Sulphur, carbon dioxide (CO2), and carbonyl sulfide (COS) 

as byproducts, which may require additional handling or disposal due to their potential negative impact on the environment. 

3. Process Design 

The plant is made up of a thermal section that does 70% of the Sulphur conversion and a catalytic section with two stages. It 

completes the remaining 30% Sulphur conversion. The first Sulphur condenser condenses the Sulphur produced in the thermal 

reactor, while the second and third condensers condense the Sulphur produced in the catalytic section. To simulate the entire 

plant, the SULSIM package in HYSYS V.11 was utilized, which includes empirical correlations fitted to plant data.  

3.1 Design Validation 

The simulation results indicate a high purity of liquid Sulphur with an overall efficiency of 94.53% for the SRU unit. The 

liquid Sulphur product and the flue gas from the stack were selected as validation streams because the primary aim of the 

SRU unit is to prevent any acidic emissions such as H2S, SO2, CS2, and COS through the flue gas from the stack. Acid gas 

can lead to the formation of acid rain. The production of Sulphur is the second main objective of the SRU unit. 

 

3.2 Thermal Stage Description 

The process involves splitting the feed into two streams. The first stream is mixed with air and sent to the furnace, while the 

second stream is injected into the middle part of the furnace. Here, hydrogen sulphide is converted into sulphur and sulphur 

dioxide. To prevent sulphur condensation and recover waste heat, the furnace effluent goes through a waste heat exchanger. 

This enables the recovery and utilization of waste heat from the combustion process. Approximately 60-70% of the total 

elemental sulphur produced is generated in the thermal section before being heated and fed to the first catalytic reactor. 

 

Figure 1. Thermal Stage Simulation 

 

3.3 Catalytic Stage Description 
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During the catalytic stage, the stream is heated using the E-102 boiler and then fed to the first catalytic reactor, (CONV-100). 

The outlet stream from the first catalytic converter, (Con1 OL), is cooled and condensed in the second condenser (COND-

101) to separate the elemental Sulphur. The Sulphur is then sent to boiler E-103 to be heated and afterward, it is fed to the 

second catalytic converter, (CONV-101). The catalytic recovery of Sulphur generally involves three sub-steps, which include 

heating, catalytic reaction, cooling, and condensation. The outlet stream from the second reactor, (Con2 OL), is fed to the 

condenser (COND-102) to separate the elemental Sulphur. The uncondensed part is sent to the incinerator (INC-100) by the 

tail gas stream (Ghahraloud et al., 2017). 

 

Figure 2. Catalytic Stage Simulation 

 

3.4 SRU Simulation  

Preheaters are crucial heat exchangers in the Sulphur Recovery Unit, preheating the combustion air to improve energy 

efficiency. This process reduces the required fuel and enhances overall efficiency. Sulphur recovery catalysts are essential in 

refineries, as they facilitate the conversion of hydrogen Sulphide (H2S) into elemental Sulphur (S). In the Sulphur recovery 

units (SRUs), H2S is burned to produce Sulphur dioxide (SO2), which is then combined with other reactants and hot gases to 

form elemental Sulphur with the help of a catalyst. The catalysts play a vital role in reducing the temperature of these reactions, 

resulting in decreased energy consumption and promoting cleaner combustion of H2S, thus reducing harmful pollutant 

emissions. 

 

Figure 3. SRU Simulation 

4. Results and Discussion 

This simulation results obtained elucidates the comprehensive efficiency of the designed process and scrutinizes the summary 

of the results. The exploration will encompass process optimization, encompassing alterations in temperature and their 

influence on overall efficiency and equipment performance. Clear and comprehensive graphs are employed to depict the 

correlation between temperature variations and Claus process efficiencies. Furthermore, this section will present the 

environmental production effect results and feature a case study of pinch and cost analysis. 

4.1 SRU Efficiency Analysis 

The Sulphur Recovery Unit (SRU) is crucial for producing elemental Sulphur from Sulphur compounds. Its overall efficiency 

is 94.53%, slightly below the typical range but still satisfactory. The SRU consists of a thermal section and a catalytic section. 

The thermal section has a conversion efficiency of 63.2% and a recovery efficiency of 100%. The first catalytic converter, 

CONV-100, demonstrates a conversion efficiency of 67.86% and a recovery efficiency of 98.80%. 
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Figure 4. SRU Efficiency 

 

The COS hydrolysis efficiency is 75.58%, while the CS2 hydrolysis efficiency is 42.11%. The second catalytic converter, 

CONV-101, has a conversion unit efficiency of 55.19% and a recovery efficiency of 97.47%. The overall efficiency of the 

SRU is 94.53%. The production results indicate that CONV-101 processes approximately 1303 kg/h of inlet Sulphur, 

equivalent to approximately 34.5 tons per day. These findings highlight the importance of efficient SRUs in ensuring the 

production of elemental Sulphur with minimal waste and environmental impact. 

 

4.2 Feed temperature effect to SRU Overall Efficiency 

The temperature of the feed is a critical factor that affects the overall efficiency of the Sulphur Recovery Unit (SRU). To 

examine the impact of the feed temperature on the SRU's performance, a series of temperature tests was conducted using built 

model. 

 

 

 

Figure 5. Feed temperature effect to SRU Overall Efficiency 

 

In the study, it was observed that increasing the feed gas temperature directly correlated with the SRU efficiency. Maintaining 

the feed gas temperature at 280 degrees resulted in an SRU efficiency of 94.53%, while increasing it to 350 degrees improved 

efficiency to 97.72%. However, it's important to consider that higher temperatures for better sulfur recovery efficiency also 

led to increased furnace energy consumption. 

 

4.3 Effect of decreasing combustion air temperature inlet to reaction furnace 

The combustion air stream is crucial for the effective operation of the reaction furnace in a Sulphur Recovery Unit (SRU). 

The efficiency of sulphur recovery heavily relies on the air temperature, as it impacts the combustion process. For example, 

an inlet air temperature of 350 degrees resulted in an efficiency rate of 65.38%, while reducing the temperature to 155 degrees 

decreased the efficiency to 63.35%. This direct relationship between temperature and efficiency is significant. 
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Figure 6. Effect of decreasing combustion air temperature inlet to reaction furnace 

 

4.4 Decreasing temperature inlet to Catalytic Reactor (CONV-100) 

The catalytic reactor plays a critical role in the Sulphur Recovery Unit (SRU) process, specifically in the Claus reaction, 

which is the heart of sulphur recovery. The temperature of the reactor is key to optimizing the process. Testing the decreased 

temperature inlet to catalytic reactor 1 (CONV-100) helps us find the best temperature for producing high purity Sulphur and 

operating the process under desired conditions with lower energy consumption. 

 

 

 

Figure 7. Decreasing temperature inlet to catalytic reactor 

 

Adjusting the temperature of the catalytic reactor inlet impacts both Sulphur conversion efficiency and overall process 

efficiency. Higher temperatures lead to lower Sulphur conversion efficiency but higher overall process efficiency, while lower 

temperatures result in improved Sulphur conversion efficiency but decreased overall process efficiency. Maintaining the 

temperature within the optimal range is crucial to achieve the desired balance between Sulphur conversion efficiency and 

overall process efficiency. 

4. Conclusions 

The SRU process consists of two sections: thermal and catalytic. The overall efficiency of the SRU process is 94.53%, with 

the second catalytic converter processing 1303 kg/h of inlet Sulphur and the Sulphur production rate is calculated to be 31.33 

tons/day. The analysis emphasizes the importance of efficient SRUs in producing elemental Sulphur with minimal waste and 

environmental impact. Optimizing the process through simulation modeling, changing operating conditions, design 

parameters, and implementing pinch analysis can improve profits by more than 2.5%. Additionally, it’s possible to improve 

the functionality and accuracy of the SRU in ASPEN HYSYS by including a Tail Gas Treatment (TGT) unit. This can lead 

to significant enhancements in the system's capabilities. 
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Abstract: Phase change materials (PCMs) are substances which can store and release large 

amounts of energy at constant temperature during phase transition. They are broadly classified 

into three groups: organics, inorganics, and eutectics. Phase change materials have been 

utilized in all aspects of engineering, such as chemical, mechanical, material, civil, biomedical, 

industrial, and electrical engineering. The applications have been extended to the thermal 

management of solar panels, vehicles, building materials, lithium-ion batteries, electrical 

appliances, electronics, textiles, and biomedical applications. In this study a series of 

experimental runs have been performed under different conditions to evaluate a household 

refrigerator’s performance utilizing Phase Change Materials (PCMs). The PCMs have been placed on 

the backside of the wire and tube condenser with cascade arrangement to absorb excessive heat from 

the condenser to reduce the surface temperature and enhance efficiency. All experimental runs have 

been conducted in standard room in Philver Company in Tehran, Iran. The objective of the research 

was to increase the off time of the compressor for reduction of electrical energy consumption. The 

results indicated that for the novel refrigerator, the condenser surface temperature was reduced 

significantly which led to coefficient of performance increase. The experimental results for the 

household refrigerator also prove that integration of PCMs on the condenser surface decreases the work 

time percentage from 32.7% to 27.6% and the energy consumption was reduced by 13%. 

 

Keywords: Phase Change Materials, Refrigerator, Cascade, Eutectic, Energy management 

 

1. Introduction 

     Household refrigerators are one of the most essential home appliances that almost energy house 

has one and is going to increase throughout the world. Therefore, improving refrigerator performance 

and reducing its energy consumption constitute a worldwide matter [1]. Different techniques have been 

studied to enhance the heat transfer in the heat exchangers such as condenser and evaporator and reduce 

energy consumption of these appliances [1]. One of the passive cooling techniques for the condenser is 

utilizing PCMs that demonstrated significant impact on heat transfer enhancement due to their high 

energy storage capacity and negligible volume change during phase transition period. They can absorb 

the excessive heat from the system and release them to the environment during phase change period to 

maintain the application temperature within an acceptable range [2,3].  

     PCMs can be applied to the condensers, evaporators, and the compartment section as an energy 

storage system [1]. Application of PCM panels with melting point of -15 oC as a latent heat storage 

element on the internal walls of the freezer during door openings and defrosting of a household 

refrigerator has been studied by Gin et al. [4]. They indicated that lower energy consumption can be 

obtained in the refrigeration system. Similar research has been performed by Oro et al. [5] and showed 

that the integration of a commercial PCM with melting point of -18 oC at different sites inside the freezer 
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can keep the freezer’s temperature at 4-6 oC lower and preserve the quality of the products. Application 

of a mixture of water and a eutectic mixture for PCMs on the back side of the evaporator as a cold 

storage system has been studied by Azzouz et al. [6]. 5-15% improvement on the COP has been achieved 

by their simulation techniques. The system can also maintain 5-9 h of continuous operation during the 

outage [7]. A novel multi-objective optimization technique has been conducted by Cheng et al. [8] to 

reduce energy consumption and total cost of a conventional refrigerator. One of the drawbacks of using 

PCMs on the evaporator section is an increase on the compressor on time which results in a higher 

condensing temperature [9,10]. 

     Based on the reports published on the literature, the application of eutectic PCMs in cascade 

arrangement for the performance enhancement of electrical refrigerators and freezers have not been 

studied yet. Therefore, the objective of this research is to increase the heat transfer rate on the back side 

of the condenser section of a household refrigerator using two eutectic PCMs with different melting 

points in cascade configuration. The study has been performed for four cases namely, without 

measurement packs (M-packs)/without PCM, with M-pack/without PCM, with M-pack/single PCM and 

with M-pack/cascaded PCMs on the condenser. Compressor performance, energy consumption and 

condenser and interior temperature distributions have been reported as results of this study. 

 

2. Materials and Methods  

     A double-door household refrigerator, model Philver TDF 320, with energy consumption of 98 

and 100 kWh/year including and excluding 10 kg of M-packs inside the frozen food compartment 

respectively, corresponding to energy class A, has been used for this study. All tests have been 

conducted inside the hot room of a Philver fridge and freezer manufacturing company in Tehran, Iran 

under standard conditions. The room conditions have been maintained at temperature between 16 and 

43 oC and a relative humidity of 45% and 75%. The maximum temperatures of the fresh foods and 

frozen food compartments during the 24-h tests were less than 5 oC and -18 oC, respectively based on 

the standard procedure. 

 

2.1 Phase change materials 

     Eutectic mixture of polyethylene glycol-1000 (PEG-1000) and polyethylene glycol-600 (PEG-

600) purchased from Merck, Germany, with different weight percentage has been used in this study. 

Due to the non-toxic, non-corrosive and bio-compatibility nature of the polymeric materials, they can 

be considered as an environmental friendly material. Due to the fact that the melting point of the PCMs 

mixture must be very close to condenser surface temperature during the operation, the eutectic mixture 

of 36% wt. of PEG-1000 and 64% of PEG-600 with a melting point of 32 oC was prepared as a PCM1 

for the experiments. PCM2 was made of mixing 32% wt. of PEG-1000 and 68% of PEG-600 with 

melting point of 29 oC. The pysical properties of two polymer-based PCMs are shown in Table 1. 

 

Table 1. Physical properties of PCMs [12] 
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(a) (b) (c) 

 

Figure 1. Schematic of the condenser with PCMs (a), M-Packs on the trays (b), and an ordinary fridge (c) 

 

     Each PCM pack with a mass of 250 g has been stored in three-layer aluminium packages using 

eutectic PCMs and 500 g pack of single PCM with melting temperature of 32 oC has been fixed on the 

backside of the condenser as illustrated in Fig. 1. The dimensions of single PCM pack are 104 Cm × 55 

Cm and the PCM1 and PCM2 packs in the case of cascade arrangement have dimensions of 52 Cm × 

55 Cm. Measurement packages (M-packs) are used for the substitution of the frozen food in the top 

compartment of the fridge. Each M-pack contains 232 g of a mixture of chemicals mixed with water 

with dimensions of 5 Cm × 10 Cm × 10 Cm with freezing point of -5 oC and with similar meat properties.  

     The experimental runs have been conducted in four different load conditions of PCM and M-

packs and under the same standard operating environment as: 

- Case 1: Without M-packs and no PCM on condenser 

- Case 2: With M-packs inside the frozen-food compartment and with no PCM on condenser 

- Case 3: With M-Packs inside the frozen-food compartment and with a single PCM on condenser 

- Case 4: With M-Packs inside the frozen-food compartment and with a cascaded PCMs on 

condenser 

More information regarding the application of PCMs in thermal management of refrigerators and 

freezers by experimental analysis can be obtained from Pirvaram et al. [11-12]. 

 

3. Results and Discussion 

     Differential Scanning Calorimetry (DSC) has been used for the enthalpies of the single 

and eutectic PCM consisting of PEG-600 and PEG-100 with different weight percentage and 

the results are illustrated in Fig. 2.a and Fig.2.b for 32 oC and 29 oC respectively. The 

measurements were taken while increasing the temperature at a rate of 10.0 oC/min in a 

dynamic atmosphere of Argon. 
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(a) (b) 

Figure 2. DSC curves of eutectic PCMs at 32 oC (a) and 29 oC (b) 

 

     Both DSC curves indicate a minor exo-effect at 24 oC which is due to the solid-solid phase change 

of eutectic mixtures whereas second peaks corresponds to the solid-liquid phase transition process of 

materials. Codenser surface temperatures have been measured at three different locations on the 

condenser tubes (Fig. 1.c) and temperature distributions of the top and bottom sections for four different 

cases are illustrated in Fig. 3. which clearly indicates that the condenser temperature for cascaded 

arrangement (Case 4) was reduced substantially in all condenser sections. 

As can be seen from Fig. 3.a in the ordinary fridge with M-packs inside the frozen compartment the top 

condenser temperature reaches to the maximum at 41 oC but the average maximum temperatures of this 

section for cases of single PCM and eutectic PCM integrated on the condenser reduces to 39 oC and 37 
oC respectively. 

 

(a)  (b) 

Figure 3. Temperature discributions of top (a) and bottom (b) sections of condenser for four cases 

 

     The maximum temperature of the ordinary fridge containing M-packs was 37.5 oC for the bottom 

part as illustrated in Fig. 3.b. This has been reduced to 36.5 oC and 34.5 oC for condenser equiped with 

single PCM and with cascaded PCM respectively. It can be concluded from the results that reduction of 

the condenser temperatrue and as a result of this, lower refrigerant pressure lead to an improved COP in 

the novel refrigerator utilizing cascaded energy storage system. 

     The average temperature of the fresh-food compartment changes from 3.9 oC to 4.8 oC for the 

fridge with M-packs and without PCMs whereas this temperature for the case of single PCM varies 
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from 4.0 to 4.7 oC and for the cascade arrangement case changes from 4.1 to 4.6 oC respectively which 

proves that more food preservation quality can be achieved by utilizing cascaded PCM on the condenser. 

     Summary of the experimental results for this study are listed in Table 3. As can be observed from 

the energy consumption results, utilizing energy storage system on the condenser can decrease the 

condenser surface temperature which results in COP enhancement and energy consumption reduction. 

Therefore, energy consumption in the case of two PCMs in cascade configuration is reduced from 

0.7578 kWh/24h to 0.6564 kWh/24h. Maximum electrical energy saving of 13.38% can also be 

achieved using a eutectic PCM in cascade arrangement.  

 

Table 3. Experimental results of four refrigerators under different conditions 

 

1. Conclusions 

     Efficiency enhancement of using latent heat thermal energy storage units containing two 

PCMs in cascade arrangement on the back side of the condenser surface in a household 

refrigerator has been studied. The experimental data have been obtained for the novel 

refrigerator with single PCM and two PCMs in cascade configuration under standard 

conditions and compared with two ordinary refrigerators with and without M-packs. The ratio 

of compressor on-time to the total operating time during 24 h test decreased from 32.7 to 

27.6% while this for the refrigerator equipped with a eutectic PCMs reduced to 29.6% 

indicating that compressor running time was considerably reduced by arrangement of latent 

heat storage in cascade configuration. 

     Finally, the energy consumption of the ordinary refrigerator containing M-packs and 

refrigerator equipped with a single PCM were measured as 0.7578 kWh and 0.9617 kWh per 

day respectively. Under the same conditions the electrical energy consumption of the novel 

refrigerator with eutectic PCMs in cascade configuration has been added to the condenser was 

measured to be 0.6564 kWh/24h which indicates that the novel refrigerator consumed 13.8% 

less energy in comparison to other systems. 

 

Acknowledgments: The authors gratefully acknowledge the financial support from the research 

department of Tarbiat Modares University. The authors are also thankful to the manager and engineers 

of Philver Company for their support in providing refrigerators and measurement equipment during 

the experimental tests. 

 

 

 

75



 

References 

[1] Nandanwar, Y.N., Walke, P.V., Kalbande, V.P., and Mohan M., “Performance improvement of vapor 

compression system using PCM and thermoelectric generator” Int. J. Thermofluids, 2023, 18, 100352. 

[2] Ben Taher, M.A., Ahachad, M., Mahdaoui, M., Zeraouli, Y., and Kousksou T., Thermal performance 

of domestic refrigerator with multiple PCM: Numerical study, Journal of Energy Storage, 2022, 55, 

105673. 

[3] Raveendran, P.S. and Sekhar, S.J., Experimental studies on the performance improvement of 

household refrigerator connected to domestic water system with a water-cooled condenser in tropical 

regions, Applied Thermal Engineering, 2020, 179, 115684. 

[4] Gin, B., Farid, M., Bansal, P., Effect of door opening and defrost cycle on a freezer with phase change 

panels, Energy Conversion and Management, 2010, 51, pp. 2698-26706. 

[5] Oro, E., Miro, L., Farid, M., and Cabeza, L., Improving thermal performance of freezers using PCMs, 

Int. J. Refrigeration, 2012, 35, pp. 984-1001. 

[6] Azzouz, K., Leducq, D., and Gubin, D., Performance enhancement of a household refrigerator by 

addition of latent heat storage” Int. J. Ref., 2008, 31, pp. 892-901. 

[7] Azzouz, K., Leducq, D., and Gubin, D., Enhancing the performance of household refregerators with 

latent heat storage: an experimental investigation, Int. J. Ref., 2009, 32, pp. 1634-1644. 

[8] Yuan, X.D., and Cheng, W.L., Multi-objective optimization of household refrigerator with novel heat 

storage condensersby Generic algorithm, Energy Conversion and Mangement, 2014, 84, pp. 550-561 

[9] Cerri, G., Palmieri, A., Moneicelli, E., Pezzoli, D., Identification of domestic refrigerator models 

including cool storage” in: International congress of refrigeration: 2003, Washington DC. 

[10] Azzouz, K., Keducq, D., Gulipart, J., and Gobin, D., Improving the energy efficiency of a vapor 

compression system using PCM. In: Second conference on PCM and slurry: scientific conference 

and business forum; 2005, pp. 15-17.. 

[11] Pirvaram A., Sadrameli, S.M., and Abdolmaleki L., Energy Management of a Household 

Refrigerator Using Eutectic Environmental Friendly PCMs in Cascade Condition Energy" Energy, 

2019, 181, pp. 321-330. 

[12] Pirvaram A., S.M. Sadrameli, S.M., Abdolmaleki, L., Optimization of energy consumption and 

temperature fluctuations for a household freezer using non-toxic and non-flammable eutectic phase 

change materials with a cascade arrangement, International Journal of Energy Research, 2021, 45, 

pp. 1775-1788. 

 

76



The 10th Jordanian International Mechanical Engineering Conference (JIMEC 10) 

Mechanical Properties of PLA-CF Composites via FDM: Characterization and 
Optimization 

Shafahat Alia*, Ibrahim Deiaba,b, Akrum Abdul-Latif c 
a Advanced Manufacturing Lab (AML) School of Engineering, University of Guelph, Guelph, ON N1G 2W1, Canada 

b Australian University of Kuwait, Kuwait. 

c Université Paris 8 Vincennes-Saint-Denis, France. 

* Corresponding author. Tel.: +1-519-824-4120; E-mail address: Shafahat@uoguelph.ca 

Abstract: 

The process of additive manufacturing (AM) involves depositing layers of material layer by layer to create 
3D parts with complex geometries. There have been numerous engineering applications that have successfully utilized 
this process. FDM (fused deposition modeling) is a promising and widely used additive manufacturing technology, 
based on material extrusion. In addition to producing thermoplastic parts for functional applications, and simplifies 
material conversion by reducing waste, reducing costs. FDM-generated thermoplastic parts require improved 
mechanical properties, which are accomplished by enhancing pure thermoplastic mechanical performance.  The 
thermoplastic matrix can be reinforced with reinforcement materials such as carbon fiber-reinforced polymer 
composites for applications in the engineering field. A study has been conducted to examine the effects of the FDM 
process parameters on the tensile and flexural properties of specimens. The material's mechanical properties were 
optimized using an experimental setup based on Taguchi L9. Following this, a desire-function analysis (DFA) was 
conducted. After extensive analysis, it has been determined that 0.3mm layer height, 210°C nozzle temperature, and 
100% infill density are the optimal combination. This resulted in a tensile strength and modulus, the percentage of 
elongation, flexural stress, and modulus were determined to be 62.49052 MPa, 2796.05 MPa, 8.079%, 94.7249 MPa, 
and 3995.77 MPa respectively. To increase PLA's mechanical properties, this study investigated the possibility of 
adding CF. Results showed a significant increase in tensile and flexural strength and modulus. This paper presents a 
framework for investigating the mechanical properties and optimizing the process parameters of PLA-CF 3D-printed 
parts. 

Keywords: FDM; Optimization; PLA-CF; Additive manufacturing; DFA 

Introduction: 
Additive manufacturing (AM) refers to a set of methods enabling the layer-by-layer construction of objects 

from three-dimensional models (3D) [1][2]. Most manufacturing operations are carried out under the subtractive 
manufacturing methodology. One of the many advantages of additive manufacturing is its ability to produce functional 
parts with complex geometries. 

In the field of additive manufacturing, fused deposition modeling (FDM) is among the most popular and 
widely used techniques [3][4]. A continuous filament is extruded through a heated nozzle and then deposited layer by 
layer to form a printed product. During this process, the extruded material solidifies rapidly over the previous layer 
[5]. 

Currently, FDM uses a variety of thermoplastics. There are several thermoplastic materials available for 
printing, including polylactic acid (PLA), acrylonitrile butadiene styrene (ABS), polycarbonate (PC), PC-ABS blends, 
and polyurethane (PU)[6][7][8]. In engineering applications, these thermoplastics are often limited by poor 
mechanical properties. This problem could be overcome by adding carbon fibers (CFs) to the polymer matrix to 
increase Young's modulus and tensile strength [9]. There is a relationship between the CFs and the matrix in this 
instance. It is the reinforcing fibers that bear the load while the CFs are protected by the matrix and the load is 
transferred to them by the matrix [10][11]. Zhong et al.[12] found that different volumes of short glass fibers are 
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incorporated into ABS filament, which is used to feed 3-D printers. These short glass fibers significantly improved 
strength, although flexibility and handleability were reduced [13]. There are numerous applications of thermoplastic 
matrix-reinforced composites, including wind turbine blades, automotive components, and aircraft fuselages [14][15].  

The material properties and quality of the printed parts can be influenced by many parameters in FDM 
[16][17][18]. Polymer crystallinity, for example, is affected by the nozzle temperature. The fluidity and solidification 
characteristics of the extruded filament also affect the bonding between rasters because of this parameter [19]. In his 
study, Ning et al. [20] found that high nozzle temperatures result in strong interlayer bonds between rasters, which are 
rarely observed at lower temperatures. High temperatures, however, result in increased porosity, which negatively 
affects the strength of the material. 

An extensive literature review is conducted in this study to analyze and evaluate previous studies published 
in the related field. There has been considerable research conducted on the properties of PLA and other materials, but 
little is known about the properties of PLA-CF materials. There is a limited amount of literature on PLA-CF's 
mechanical properties and printing parameters. This study aims to analyze basic parameters related to the 3D printing 
of PLA-CF. The printing parameters of Taguchi have been optimized using DFA. 
Materials and Methods: 

This study used Bambu lab's PLA-CF filament. PLA-CF filaments are loaded with approximately 5 to 10 
weight percent of chopped CFs. It has a density of 1.22 g/cm3, a flow rate of 3.7 g/min (measured at 210°C and 2.16 
kg), and a melting temperature between 210 and 240°C. 

The specimens were printed on a Bambu X1E 3D printer. Table 1 displays the constant parameters of a 3D 
printer with a 0.8 mm nozzle diameter. Table 2 presents the variables used in this study that relate to 3D printing. 
Tensile tests were conducted according to ASTM D638-IV [21]. The specimens were tested under tension on an Instron 
tensile test machine with a thickness of 3.2mm. ASTM standards were followed for the experimental conditions, which 
were 23°C and a strain rate of 5 mm/minute. A flexural test was conducted according to ASTM D790 at a strain rate 
of 12 mm per minute [22]. 

Table 1 The parameters of printing are constant. 

Parameters Unit Values 

Nozzle Diameters mm 0.8 
Infill pattern - Aligned rectangular 
Flow rate % 100 
Bed temperature ℃ 50 
Chamber Temperature ℃ 45 
Printing speed mm/min 60 

Table 2 Parameters for preparing samples 

Parameters Unit Levels 

Layer height mm 0.3 0.4 0.5 

Nozzle temperature ℃ 210 225 240 

Infill density  % 50 75 100 

Design of Experiment 

In this study, Taguchi methods were used to design experiments. An experimental design based on Taguchi 
principles was employed to determine the height and temperature of the layer, as well as the density of the infill for 
the tensile and flexural tests. In Taguchi's design, there were three factors and three levels.  Minitab 17 software 
incorporates a Taguchi design. The experiment was designed using the Taguchi design, as shown in Table 3.  The 
outputs can include tensile strength, Young's modulus (or elastic modulus), elongation percentage, flexural stress, and 
modulus. The five parameters were also referred to as the response variables. 
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Table 3 Taguchi L9 Design of Experiment 

Experiment 

No. 

Layer Height 

(mm) 

Infill Density 

(%) 

Nozzle 

Temperature (℃) 

1 0.3 210 50 

2 0.3 225 75 

3 0.3 240 100 

4 0.4 210 75 

5 0.4 225 100 

6 0.4 240 50 

7 0.5 210 100 

8 0.5 225 50 

9 0.5 240 75 

 
4. Results and Discussion: 

This study examines five different output responses as a result of printing parameters. Each specimen was 
averaged at three different printing conditions. ASTM 638 type IV and D790 are used to calculate mechanical 
properties. This material has a tensile strength of 63.80 MPa, a modulus of 2893 MPa, an elongation at break of 
8.32, a flexural stress of 93.90 MPa, and a flexural modulus of 4006 MPa. A significant improvement has been made 
in PLA-CF's mechanical properties when compared to PLA's.   

The figure illustrates how the mechanical properties of the material are decreased as the layer height 
increases.  Low-layer heights have higher adhesion bonding and greater strength than high-layer heights. Higher 
layer heights may have reduced mechanical properties due to bonding lack. It is most promising to have a 0.3mm 
result; however, a 0.5mm result indicates that interlayer bonds are missing, compromising the material's mechanical 
properties. Similar results have been reported in the literature [23]. A higher infill rate resulted in higher mechanical 
properties when compared with a low infill density. A high infill ensures that there is no gap between printed layers, 
thereby enhancing their mechanical properties. The study examined the nozzle temperature and determined that 210 
produced the most effective results when compared to lower temperatures. When material is extruded at higher 
temperatures, there is a lack of bonding between layers, which results in poor mechanical properties. There have 
been similar findings reported in the literature [24][25]. 

 
Figure 1 Results of Tensile strength and modulus, flexural stress, and flexural stress under different printing conditions 

4.1. Multi response optimization: 
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4.1.1. Desirability Functional Analysis (DFA) 

An analysis of multi-response characteristics is undertaken in DFA to determine the composite desirability 
dg, a single response function. The following are the steps to achieve this result: 
Step 1: Desirability index calculation 

A data analysis was conducted using the data obtained from each set of experiments. Some output 
parameters are provided by the software directly, while others are calculated using formulae. According to Derringer 
and Suich [26], individual desirability (di) is determined by extending Harrington's equations [27] for each response. 
Five aspects are included in a desirability function. 

The output is as follows when di is set to its maximum value (larger is better): 
 

݀௜ = ൞

0, ௜ݕ  ≤ ௠௜௡ݕ 

ቀ ௬೔ି௬೘೔೙
௬೘ೌೣି ௬೘೔೙

ቁ
௥

, ௠௜௡ݕ ≤ ௜ݕ ≤ ௠௔௫ݕ  ,
1, ௜ݕ ≥ ௠௜௡ݕ  

ݎ  ≥ 0                  (1) 

A desirable individual is represented by ݀௜, yi, the expectations, ymin, the lower tolerance limit, ymax, the upper 
tolerance limit, and r, the weight. 

Using the "larger the better" formula, we calculated the desirability index, which indicates that mechanical properties 
are more desirable when they have higher values: 

Step 2: Compute the composite desirability. 
 
The following equation is used to combine all responses: 

݀௚ = ට݀ଵ
௪ଵ ∗ ݀ଶ

௪ଶ ∗ … ݀௜
௪௜ೢ

                                                (2) 

A composite desirability index is represented by dg, an individual desirability index is represented by di, and a 
weighted average of the five is represented by wi. This study assigned equal weight to all output responses.  The 
experiment set with the highest composite desire provides the most desirable results. The composite desirability 
table indicates that Experiment Number 04 generates the best and most optimized results out of all nine experiments. 
The highest values were obtained when infill density was 75%, layer height was 0.4 mm, and nozzle temperature 
was 210ºC. Table 4 shows the desirability index.  

Table 4 Analyzed the experiment desirability index. 

Experiment No. Desirability Index 

Tensile Strength Modulus % of Elongation Flexural Stress Flexural Modulus  

1 0.80749 0.825457 1 0 0.643025 

2 0.990215 0.925498 0.922776 0.567746 0.880494 

3 1 1 0.810932 1 0.798731 

4 0.943523 0.924429 0.930521 0.876828 0.951243 

5 0.903326 0.845832 0.890526 0.942538 1 

6 0.576131 0 0.743236 0.78116 0.83382 

7 0.975166 0.873464 0.783278 0.912658 0.953337 

8 0 0.804918 0 0.899617 0 

9 0.724656 0.820124 0.740126 0.941247 0.917004 
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Table 5 Composite desirability and ranking 

Experiment No. Composite 

Desirability  

Rank 

1 0 7 

2 0.841814 5 

3 0.916805 2 

4 0.924936 1 

5 0.914987 3 

6 0 7 

7 0.896931 4 

8 0 7 

9 0.823907 6 

 

Step 3: Calculate the optimal combination of parameters. 
Identifying the most effective combination of parameters for level control. The composite desirability value 

can be attributed to high processing quality. A Taguchi analysis was conducted using Minitab, followed by a Taguchi 
prediction analysis using the "Predict Taguchi Results" function. 

Minitab Software predicts that Experiment Number 04 will produce a composite desirability index value of 
0.9294. Improved results can be achieved by optimizing the combination of input responses. Fig. 2 shows the plot of 
the main effects that are likely to yield the best results when the input parameters are adjusted. 

According to the Taguchi design, A, B, and C represent the height of the layers, the temperature of the 
nozzle, and the density of the infill.  The figure below illustrates the optimal parameters for infill density, nozzle 
temperature, and layer height (A1B1C3) which resulted in the best mechanical properties. In the Taguchi design, no 
consideration was given to the mechanical properties of this combination of parameters. The samples were therefore 
reprinted and retested. 

Step 4: ANOVA (analysis of variance) 

An analysis of variance (ANOVA) was performed to determine which parameters were significant. ANOVA 
is used to determine the comparative significance of control parameters. To illustrate the relative impact of process 
control parameters, the common sum of square values is computed. 

Based on the results of an analysis of variance, it was determined that layer height contributed the most to 
the mechanical properties, followed by densities of infills and nozzle temperatures. 

Table 6 Analysis of variation 

Source DF Seq SS Contribution Adj SS Adj MS F-Value P-Value 

  Layer Height 2 68.21 21.55% 68.21 34.10 2.48 0.287 

  Nozzle temperature 2 22.06 6.97% 22.06 11.03 0.80 0.555 

  Infill density 2 198.74 62.79% 198.74 99.37 7.22 0.122 

Error 2 27.52 8.69% 27.52 13.76     

Total 8 316.52 100.00%         
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Step 5: Estimate and compare the predicted optimal parameters. 

Initially, the sample was tested at 210°C nozzle temperature and 0.4 mm layer height with 75% infill density as part 
of the initial printing combination. The results need to be reconfirmed under optimized conditions derived from 
Minitab's main effects plots for means (Figure 2). A combination of 100% infill density, 0.3mm layer height, and 
210ºC nozzle temperature produced the best results in this study. To verify the improvement in mechanical 
properties, ASTM standards were used to print the samples and evaluate the mechanical properties. The specimens 
printed under optimal conditions exhibited better mechanical properties than those used in experiment 4. The most 
significant improvement was observed in the percentage of elongation (24.612%), followed by the flexural stress 
(11.792%), modulus of (8.079), Tensile strength (4.4138), and flexural modulus of (2.404%). 

 
Figure 2 Response of mean of mean. 

Table 7 Analyses of the difference between predicted and input parameters 

 Levels Tensile strength 

(MPa) 

Modulus (MPa) 

 

% of Elongation Flexural stress 

(MPa) 

Flexural 

modulus 

(MPa) 

Composite 

desirability 

Initial parameters A2B1C2 59.7323 2570.15 7.36400 83.5551 3899.71 0.9097 

Optimized 

parameters 

A1B1C3 62.49052 2796.05 9.7681 94.7249 3995.77 0.9916 
 

Improvement 

(%) 

 4.4138 8.079 24.612 11.792 2.404 8.264 

Conclusion 
An investigation of the mechanical properties of 3D printed specimens was conducted under a variety of 

printing conditions, including nozzle temperature, layer height, and infill density. A statistical approach and a 
desirability functional analysis have also been used to analyze printing parameters. The results are summarized 
below. 

 Mechanical properties are influenced by layer height and infill level in 3D printing. When the layer height 
of the material is decreased (0.3mm), the mechanical properties of the material are improved. 

 This study utilized DFA, a well-established decision-making tool, to optimize layer height, infill density, 
and nozzle temperature. After extensive analysis, it has been determined that 0.3 mm layer height, 210°C 
nozzle temperature, and 100% infill density are the optimal combination. Therefore, tensile strength and 
modulus, the percentage of elongation, flexural stress, and modulus were determined to be 62.49052 MPa, 
2796.05 MPa, 8.079%, 94.7249 MPa, and 3995.77 MPa respectively. 
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 Based on statistical regression analysis, infill density accounts for approximately 63% of a material's 
mechanical properties, layer height accounts for 21%, and nozzle temperature accounts for 7%. 

 A significant increase in tensile strength, modulus, and fracture stress and modulus has been observed when 
carbon fiber is added to PLA. 
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Abstract: Supply chain management (SCM) is vital for organizational sustainability amid evolving 

market dynamics influenced by health, lifestyle, and technological advancements, which all force 

supply chain (SC) members to re-evaluate their effectiveness individually and as a whole. A major 

evolution in quality management (QM) is Lean Six Sigma (LSS), which is a structured approach and 

a continuous improvement (CI) methodology that aims at customer satisfaction and waste reduction. 

SCM can utilize the LSS tools and CI principles to achieve high levels of customer satisfaction 

regarding cost, quality and delivery. This research builds on existing literature by providing a case 

study on LSS implementation in SCM, demonstrating the effectiveness of value stream mapping 

(VSM) in fostering SC improvements. VSM approach enables teams to reassess the existing system 

of processes from a broader perspective, identifying various challenges and opportunities across the 

value stream including physical operations, IT systems, and virtual customer service platforms, 

promoting stakeholder interaction and process simplification. Robotic process automation (RPA) 

automates repetitive manual tasks like invoice creation through computer programming. Outcomes 

include automated manual tasks, reduced cycle and lead times, minimized idle operator time, 

enhanced stakeholder communication, resulting in financial savings in the order of Millions of Dollars 

annually.  

Keywords: Lean Six Sigma; Supply Chain Management; Value Stream Mapping, Robotic Process 

Automation. 

 

1. Introduction 

Integrating Six Sigma with SCM can create benefits such as the Define-Measure-Analyze-

Improve-Control (DMAIC) project discipline, sustainability of results, a well-established human 

resources framework using the colored belt-system, and a quantitative analysis strength (Yang et al., 

2007). This also applies to LSS which uses the DMAIC structure as well.  

One of the key goals for a successful organization and its suppliers can be to use CI methodologies 

such as LSS and modern electronic systems to eliminate wasteful activities, reduce the total SCM costs, 

digitalize the transactional processes, and enhance the electronic data interchange (EDI) capabilities. 

The versatility of the Six Sigma metrics in performance measurement, certain similarities between 

Six Sigma and SCM (such as both being process approaches), and the research results indicating that 

SCM can benefit from the implementation of QM principles, are three reasons for motivation towards 

the integration of SS and SCM. Both SCM and SS are considered as process approaches; SS is process 

oriented and SCM is composed of key processes (Dasgupta, 2003). 

Six Sigma metrics are well appreciated as robust and versatile performance indicators (Dasgupta, 

2003). Sanders and Hild (2000) warned against using Six Sigma metrics indiscriminately since there 

is a disadvantage in transforming the notion of Six Sigma process from a management philosophy to 

numerical targets for individual processes. This appears to contradict Deming’s (1993) philosophy of 

eliminating numerical targets and slogans. Obviously, Deming opposed the use of metrics to drive 

people by fear. Managers need to spread the knowledge of Six Sigma in the right perspective to ensure 

that metrics are perceived as motivational opportunities for improvement, not hard-core numerical 

targets (Dasgupta, 2003). 

Within LSS, Six Sigma tools ensure that products are of high quality resulting from a capable 

process, and Lean tools including VSM ensure the efficient flow through the SCM including 
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inventories, schedules, demand quantities, etc. LSS tools in general aim at reducing costs, wastes, non-

value-added activities and satisfying all customers across the SC. LSS encourages good relationships 

with customers and suppliers including partnering and problem solving.  

One of the important concepts of Lean, which is stressed in the enterprise VSM exercises used to 

improve SC processes (Foster, 2007), is seeing things from the perspective of the whole enterprise SC 

and not the individual process or entity. For example, rewarding a business entity for producing more 

than what the next business entity in the SC requires (as a customer of the former entity) does not 

generate any benefit for the SC from the whole SC perspective. SCM includes the principles of JIT. 

Products need to be delivered on time, with the right quality, the right quantity and at low cost. JIT 

delivery is important for the success of JIT production. The Lean approach to SCM can also be 

described as Lean logistics aiming at reduction of inventories, wastes and lead times. 

Parveen and Rao (2009) indicated that there is a need for an integrated approach to Lean 

manufacturing from the perspective of the Lean SC to achieve total leanness across the SC. The nature 

of the market sector has a direct impact on the Lean approach for any SC. Lean tends to increase 

demand stability by simplifying, optimizing and streamlining the SC. To quickly react to demand 

variations, it is important to integrate sales and marketing with manufacturing to ensure effective 

communication, and to design a flexible manufacturing system (Cochran et al., 2000). In order to 

overcome the conflict between Lean and highly variable demand, Reichhart and Holweg (2007) 

suggested that the use of market-segmentation to benefit from the stability of some customer segments 

or products. Bicheno et al. (2001) indicated that the inconsistent performance of the SC of a steel mill 

they studied is caused by demand variations, batching (which should be minimized according to Lean 

principles), process instability and delivery performance. Here are some considerations for Lean SC as 

recommended by Parveen and Rao (2009): 

 

• a collaboration between producer and retailer for setting a maximum-profit price 

• an optimal integrated inventory policy which takes into account CI, set-up cost reduction and 

lead time reduction 

• an optimal cycle length and an optimal number of inspections using a time-varying lot (or 

batch) sizes approach in imperfect production processes and considering CI and set-up cost reduction 

• Optimal raw material ordering quantity, finished product batch size and number of Kanbans 

(for a multistage production system) for production-delivery situations considering process inspection, 

restoration and rework 

• SC coordination for pricing, order quantity and investment decisions 

• integrated JIT inventory 

• EPQ models analysis 

• Analysis of rework and the number of shipments in a production system 

The Lean SC makes it economic to produce small amounts and consequently allows producers to 

reduce inventory costs, reduce production costs and satisfy customer demands (Vonderembse et al., 

2006). 

After being dissatisfied with their Six Sigma and SCM efforts, Samsung combined both Six Sigma 

and SCM to enhance its operation and improve its efficiency. Six Sigma was used to formalize (provide 

discipline) the approach to SCM projects and ensure that enough people were fully trained in SCM and 

quantitative data analysis. Samsung have modified DMADV into DMAEV – define, measure, analyze, 

enable (instead of the usual design) and verify to adapt the approach to support SCM. They stressed 

the organizational perspective for improvements as opposed to local, using KPIs to monitor 

improvements, and using a systematic approach (Emerald, 2007). Training is an essential factor for 

succeeding in the integration of Six Sigma and SCM as it helps establish an educated and committed 

workforce that is willing to change and embrace the quality strategy. 

Dasgupta (2003) presented a structured methodology that uses Six Sigma metrics (which provides 

a common scale, such as defects per unit or sigma level) to measure, monitor and improve the 

performance of a SC and its entities (since it is difficult to do that only with the traditional strategic 

criteria such as cycle, times, lead times, delivery performance, total SCM costs, inventory levels, rolled 
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throughput yield (RTY), etc.). RTY is the resulting percentage after multiplying the percentages of 

non-defective output products at each process step.  

Amer et al. (2007) proposed expanding DFSS, which provides means of creating specific target 

metrics and a methodology for isolating where CI efforts should be spent, to SC design. Their approach 

focuses on using cross-functional teams to understand the VOC and the critical customer requirements 

(CCR) including demand management. 

 

Value Stream Mapping (VSM) 

Value stream mapping (VSM) is considered as one of the most important tools used in a Lean 

journey. It can be considered as an improvement framework used to transform processes from current 

to future state. In the mapping exercise, a team goes to the Gemba (the place where work is performed 

and value is added) and walks through the production steps. Following the flow of how the process is 

currently done, the team observes cycle times at each step as well as the inventory and waiting times 

between those steps. Opportunities are identified across the value stream as Kaizen events for 

continuous improvement (CI). After that, the team works on the design of a future state map where 

everyone innovates on how the process should look like. Then the team makes an implementation plan 

used to manage the details of the migration from the current state to the future state. It has detailed 

information of the improvement actions to be taken, people assigned to do them and when they are 

expected to happen. These actions could be quick fixes or just-do-it, full projects or a two-day 

improvement event, etc. After implementing the future state, the cycle repeats itself to achieve CI.  

 

Robotic process Automation (RPA) 

Many tasks people do nowadays are repetitive with predictable inputs and outputs. Robotic 

process automation (RPA) is simply a software robot using algorithms that mimic human functions 

and automates manually repetitive tasks. It reduces the cost of operation, runs for twenty-four hours a 

day, and frees up people time to enable them to do more value-adding work. It still requires effective 

change management to overcome any resistance or fear of job loss by finding smart win-win solutions. 

RPA is accurate and requires less effort to manage. However, it is inherently intelligent and thus, it 

requires a programmer to train the robot software to record the keystrokes and mouse clicks, replay 

them to scan a shopping web site to purchase weekly groceries, as an example. Other examples include 

downloading different files and then using their content to consolidate regular report to be sent to a 

group of managers, comparing hundreds of rows in an Excel file with another master document for 

discrepancies, basic data entry into a system, and other tasks of reading or high-accuracy typing. 

However, some updates in a process may affect the RPA function which requires to be accordingly 

updated. Adding cognitive intelligence to RPA using tools like language processing, text analytics, and 

data mining, is part of the emerging trends in RPA development (Mei, 2018).  

RPA can help perform calculations and make decisions based on predefined rules to accomplish 

tasks. It is enabled by artificial intelligence (AI) using state activities which contain adding triggers, 

conditions and actions. Examples of technologies adopted with RPA include machine learning, 

language processing and language generation. With the help of AI technologies, RPA can read images 

or scanned documents and interpret data. RPA uses coding to capture the logical way of performing a 

task by a human when interacting with different applications like Oracle or SAP, validating and 

transforming data as in the example of invoice data entry. It covers a wide range of processes in various 

industries such as banking, telecom, travel, and logistics. RPA can be easily developed by workers 

from within the area of work using software platforms in the form of designed flowcharts (Tripathi, 

2018).  

Being widely accepted, RPA has various benefits such as the reduction of cost of outsourced labor 

and operation, speeding up execution and response time, increasing productivity, simplification of 

insurance management tasks, enhancement of financial activities that include data processing and 

complex workflows, automation of utility companies processes like meter reading or billing, the 

improvement of healthcare processes including patient scheduling or claims processing, enhancement 

of services quality and data accuracy, improvement of analytics through time stamping for better 

predictions, boosting of compliance, increase in agility and scalability depending on requirement, more 
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comprehensive insight through reports, better decision making, saving time in introducing new 

processes or process modification, better customer service by the robot and the freed up workers, and 

increase in employee satisfaction by engaging in less tedious tasks (Tripathi, 2018). 

As part of the value stream mapping exercise, people can look with an eye of RPA to identify 

steps that are repetitive in nature which can be suitable for automation. Soft savings of workers hours 

can be estimated by listing all tasks, their frequency and cost of manual labor per hour, then coming 

up with a total net impact of RPA after fairly subtracting the cost of creating the RPA algorithm. 

2. Materials and Methods  

The study in this paper used a mixed approach covering both qualitative and quantitative data. Through 

direct observation, the primary data were collected. In addition, a number of employees were 

interviewed in astructured approach including the key stakeholders across the supply chain. Value 

stream mapping (VSM) exercise was done involving members of a cross-functional teams who 

identified areas for improvement. Also, from the enterprise resource planning (ERP) systems, 

quantitative data were gathered focusing on metrics related to quality, cost, and delivery cycle times, 

and efficiency. In addition, robotic process automation (RPA) algorithms were used for the automation 

of repetitive tasks. The impact of these imporvements was assessed by comparing the performance 

metrics before versus after implementation. The analysis incorporated statistical methods to evaluate 

the significance of the implemented solutions and financial investigation to calculate the cost savings. 

This approach ensured a comprehensive assessment of the Lean Six Sigma (LSS) implementation 

within the context of supply chain. 

3. Results and Discussion 

 

Using the VSM as part of DMAIC LSS structured approach to improve a supply chain: 

Supply chain management (SCM) is vital for any organization to sustain its existence in today’s 

modern world. There have been various changes in markets across the world, resulting from new 

realities related to human health, way of living, and technological advancements, which all force supply 

chain (SC) members to re-evaluate their effectiveness individually and as a whole. SCM can utilize the 

LSS tools and CI principles to achieve high levels of customer satisfaction regarding cost, quality and 

delivery.  

VSM approach is about enabling the team to reassess the current existing system of processes 

from a higher-level perspective by stepping out of their daily limited process view or focus. It enables 

the identification of various challenges and opportunities across the supply chain and value stream. 

Here are some real examples of such opportunities based on an actual case study grouped into the 

following five categories of improvement opportunities:  

(1) the basic physical operational aspects (related to operators, layouts, and locations): bring all 

supervisors and frequently interacting employees together within same location, shift the operator 

waiting or rest area to a location near to equipment parking as well as supervisors offices, eliminate 

unnecessary walking and make it easier to communicate, and shift the operators to reduce commuting 

distance and dedicate an area for their station near to the operation yard. 

(2) issues related to planning, scheduling, reports and communication: eliminate unnecessary 

meetings, eliminate unnecessary repetition of communicated instructions or training, ensure all roles 

and responsibilities are clear for all parties involved, set up service level agreements (SLAs) and 

eliminate unnecessary reports. 

(3) information technology (IT), internal operating systems (related to electronic data interchange 

(EDI), smart and mobile data entry devices as well as integrated software systems): integrate internal 

operating systems with external platform including all missing fields, remove the unnecessary approval 

process in internal operation systems, design automatic reports to replace and combine various manual 

ones that used to be prepared in Excel or other formats, enable EDI feature in operating system, 

configure proper events to send an auto-email notification to required teams at proper moments as 

triggered by the process incidents, reconcile documents by mistake proofing and enhancement of 
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systems, design an in-house dashboard to enhance communication and integrate equipment and labor 

requirement, enhance the centralized resource management system and include notification features, 

use barcoded inventory for all required tools used in operation, implement hand-held tablets (HHT) 

equipped with a customized software solution (integrated with the internal operating system with 

automatic (real-time) system-upload of data to replace several forms, eliminating the need for manual 

entry, re-entry and reporting), and configure gate and HHT functionality for deliveries and the received 

cargo. 

(4) virtual customer service and integrated stakeholders platforms (which allows various external 

stakeholders to interact and share data to facilitate the overall communication and simplify the process): 

remove the unnecessary approval process in the external platform, encourage customers to use the 

external platform (single window) instead of emails to manage their orders, eliminate the waiting time 

by enabling the customer to upload ready documents along with the initial step, stop customer from 

uploading redundant Data by directly feeding it into the external platform, replace emails by providing 

options in the external platform to enable status visibility by auto-status to indicate “ready” versus “in 

progress” as an example, enhance the external platform to allow different stakeholders and customers 

to submit their documents directly, introduce an online payment method in the external platform, 

introduce a delivery appointment system configurable by terminal operation to provide delivery slot 

capacity in the external platform, and enable the attachment of payment receipt upon booking the 

delivery request. 

(5) robotic process automation (RPA) which automates repetitive manual tasks through computer 

programming (considered for creating invoices as one example): use RPA to automate repetitive 

manual tasks of invoicing (auto-calculate then auto-post; customer submits request and supporting 

documents via system, robot prepares invoices via ERP system, employee receives drafted invoice for 

review and approval, invoice is issued and sent electronically to requestor). 

Also, this case study provided a good example of taking an experienced operation supervisor who 

is typically caught into his day-to-day tasks, and training him to use the structured approach of LSS 

DMAIC utilizing VSM (current state in the “measure” phase and future state in the “improve” phase). 

This supervisor was so excited to use VSM to help him identify all gaps and voice out all pain points 

across the SC. As noted above, various outcomes resulted impacting several stakeholders such as 

automation of manual tasks, reduction of cycle times and overall lead time, reduction of idle and wasted 

operators time, much easier and more effective communication among all stakeholders. In addition, 

financial savings resulted in the order of Millions of Dirhams annually. 

4. Conclusions 

Here is a summary of the key results: 

 Automation of manual tasks, reduction of employee efforts and cycle times in the order of 

thousands of worker-hours (freed up staff can be relocated to fill other required vacancies), reduction 

of paper usage and filing cost, enhancement of communication among all stakeholders, enhancement 

of revenue through new streams like the fee introduced for handling the whole process on customers’ 

behalf, and increased financial savings in the order of Millions of Dirhams annually. 

 Customer satisfaction, reducing customers visits to the documentation centers and the waiting 

time, allowing customers to submit documents anytime online and pay charges at their convenience, 

enhanced utilization of equipment, faster turn-around time for trucks, easier information reporting. 

 Introducing smart services, offering more payment options, reducing revenue collection time, 

and reducing errors through automation of tasks. 

 

Here is a summary of the key conclusions: 

 LSS DMAIC can help improve the general cargo handling process (including revenue 

assurance process) using VSM which ensures the efficient flow among various stakeholders and 

enables electronic solutions. 

 Logistics processes as well as financial processes can utilize the LSS principles, such as 

focusing on adding value to customers, reducing defectives and wastes, streamlining the flow of value, 

and improving on time delivery. 
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Abstract: Lattice-based materials, owing to their ability to deliver impressive structural properties at 

low weights, are used in composite sandwich structures designed for aerospace and naval 

applications. In these applications, the structural integrity of lattice materials needs to be assessed 

regularly and nondestructively. This work explores the potential for using low-frequency ultrasonic 

waves to detect damage in hexagonal lattices widely used as cores in sandwich structures. Damage is 

represented by superposing permanent strain fields on an otherwise perfect lattice. The effect of 

damage is detected by computationally determining the strain-induced changes in the lattice’s 

acoustic properties, in particular, by detecting changes in its wave band gap characteristics. The 

effects of small and large strain fields are considered to determine the level of strains that can be 

detected using frequencies between 100kHz and 1000kHz. Results show that permanent strains 

significantly affect lattices’ bandgaps and indicate that nondestructive evaluation techniques utilizing 

low to moderate ultrasonic frequency waves can be used to detect damage in lattice materials. 

Keywords: aluminum honeycomb cores; nondestructive evaluation; acoustic characteristics; 

sandwich structures; finite element; bandgaps 

 

1. Introduction 

Lattice-based cellular solids, owing to their ability to deliver impressive structural properties at 

very low weights, have been widely used in a wide range of weight-sensitive engineering applications, 

such as aerospace, wind turbines, composite sandwich structures, and naval vessels [1,2]. In these 

applications, lattice-based materials may be subjected to inadvertent loadings or conditions that lead 

to overloading them beyond their failure threshold, resulting in their permanent deformation and 

damage [3–5]. At damaged locations, the morphological features of lattice-based materials would 

slightly or significantly deviate from their original shapes depending on the level of damage and 

loading inducing it [6].   

In many applications, particularly when lattice materials are not accessible to the naked eye, 

detecting damage in lattice materials via nondestructive evaluation (NDE) techniques is required. The 

most appealing NDE technique for detecting localized damage in aerospace and composite-based 

applications utilizes ultrasonic waves; however, ultrasonic NDE techniques are not directly applicable 

to lattice materials due to the dispersive nature of such lattice structures. As an alternative, and since 

lattice materials are less dispersive at low frequencies, NDE techniques utilizing low frequencies, 

ranging from sub-ultrasound to low ultrasound frequencies, have been proposed to detect damage in 

lattice-based materials [7]. In this approach, propagating elastic waves are used to detect damage-

induced permanent changes in lattices’ morphology. This approach relies on the strong coupling 

between the behavior of lattice-based materials and their microstructure [8]. Due to this coupling, 

damage-induced permanent deformations, even when they marginally affect lattice microstructure, 

can measurably affect lattices’ macroscopic properties, including their acoustic properties [9–11]. 

Accordingly, detecting damage-induced change in lattices’ acoustic properties is theoretically 

achievable by monitoring low-frequency sound waves traversing across inspected lattices. The 

feasibility of this approach was demonstrated in honeycomb lattices excessively loaded by in-plane 

tensile loads [12]. In the latter work, excessive loads resulted in 5% permanent strains that were 
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identified by detecting changes in the acoustic behavior of the damaged lattice. In particular, the 

permanent strains, which altered the lattice’s morphology, changed the lattice’s frequency bandgaps, 

i.e., frequency range not supported by the lattice’s eigenmodes, in the low ultrasound frequency range. 

To further promote this technique, it is crucial to evaluate the sensitivity of lattice frequency bandgaps 

to microstructural changes caused by various damage scenarios. This will aid in establishing the 

knowledge base needed to develop procedures and algorithms capable of effectively detecting damage 

in lattice-based materials using low-frequency elastic waves. To this end, this work aims to 

characterize the effect of small to large strain fields (3% to 12%) on the frequency bandgaps of a 

honeycomb lattice with relative densities of 10% and 25%. Permanent strain is used to simulate damage 

due to excessive loading, while different relative densities are used to facilitate generalizing the results 

across the wide range of commercially available honeycomb lattices.   

2. Materials and Methods  

2.1 Material and Geometry 

A hexagonal honeycomb lattice with single-sided cell walls is used. The lattice is made from 

aluminum with Young’s modulus of 70 GPa, Poisson’s ratio of 0.33, and density of 2700 kg m3⁄ . Lattice 

ligaments are identical and have a length of 5 mm. Relative density (𝜌∗) values of 10% and 25% are 

used to explore the relative density effect. A representative unit cell approach is used to model the 

behavior of an infinite periodic honeycomb lattice. The periodic lattice and its representative unit cell 

are shown in Figure 1. This figure also shows the lattice vectors which are used to reproduce the 

periodic lattice by repeating the unit cell.  

 

Figure 1. Hexagonal honeycomb lattice, showing its corresponding unit cell and lattice vectors (𝐞1, 𝐞2). 

2.2 Stretching the unit cell 

Stretching strains are applied to represent in-plane stretching damage. Poisson’s effect is 

accounted for in the stretching process. Poisson’s ratio for the lattice was determined from the 

literature [13,14]. Two modes of stretching are included: axial (horizontal) and lateral (vertical). Figure 

2 shows the topological changes in the lattice’s unit cell due to lateral and axial stretching strains.  

 

Figure 2. Stretching effect on the unit cell, showing the effect of applying a lateral and axial strain of 

12%. Black and red lines correspond to the unstretched and stretched unit cells, respectively.  

2.3 Finite Element Model 

Detecting changes in the unit cell’s morphology, which simulates damage-induced deformation, 

is achieved by measuring the changes in the unit cell’s acoustic behavior, mainly its frequency 

bandgaps. Finite element analysis, in conjunction with Bloch wave theorem, is used to measure the 

changes in the bandgaps. The finite element approach is explained in full detail in earlier efforts 
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[8,9,11]. An outline of the approach is provided here. The finite element software ABAQUS is used to 

determine the frequency bandgaps of the investigated unit cell. 50 Timoshenko beam elements were 

used to model the ligaments of the unit cell. Using Bloch’s wave theorem, the periodic boundary 

conditions were defined as  

𝒖𝟏 = 𝒖𝟎𝑒𝑘1 and 𝒖𝟐 = 𝒖𝟎𝑒𝑘2 (1) 

here 𝒖0, 𝒖1, 𝒖2 are the degrees of freedom at the nodes 0, 1, and 2, respectively, shown in Figure 1. 𝑘1 

and 𝑘2 represent the dispersive properties along the reciprocal directions, which are defined using  

 𝒌 = 𝑘1𝒃1 + 𝑘2𝒃2  (2) 

where 𝒃𝟏 and 𝒃𝟐 are the reciprocal lattice vectors and satisfy 𝒃𝑖 . 𝒆𝑗 = 𝛿𝑖𝑗. Upon applying the boundary 

conditions, ABAQUS’s Lanczos solver is used to solve the system’s eigenvalue problem and find its 

eigenfrequencies below 1000 kHz. To determine the frequency bandgaps, the eigenfrequencies are 

determined for a particular range of wave vectors (𝑘1 and 𝑘2). This range is defined using the polygon 

marked by the points OABCO in Figure 3. This figure represents the 1st Brillion zone corresponding to 

the unit cell. The 1st Brillion zone consists of all the possible wave vectors that support periodic wave 

propagation in the lattice [15]. For every 𝑘1 and 𝑘2 values belonging to the polygon OABCO, the 

eigenfrequencies are determined. Subsequently, the eigenfrequencies are used to detect the bandgaps 

of the analyzed lattice. 

 

Figure 3. The 1st Billion zone corresponds to the unit cell, as shown in Figure 1. 

3. Results and Discussion 

3.1 Unstretched Unit Cell 

The eigenfrequencies and frequency bandgaps of the unstretched unit cell at the relative densities 

of 10% and 25% are determined first to establish a benchmark that facilitates determining the changes 

in the frequency bandgaps due to stretching. The eigenfrequencies of the unstretched unit cell in the 

range of 1000 kHz are shown in Figure 4 for the relative densities of 10% and 25%.  

 

Figure 4. Eigenfrequencies exhibited by the un-stretched honeycomb lattice at 10% and 25% relative 

densities Each case has two frequency bandgaps, which are highlighted by horizontal lines. 

According to the eigenfrequency plots, the unit cell at both considered relative densities exhibits two 

bandgaps. The bandgaps are highlighted by horizontal lines in Figure 4. For the case with 10% relative 

density, the first bandgap starts at 172.94 kHz and ends at 208.15 kHz. The second bandgap starts at 

874.24 kHz and ends at 906.63 kHz. For the case with 25% relative density, the first bandgap starts at 

391.48 kHz and ends at 417.89 kHz. The second bandgap starts at 610.89 kHz and ends at 624.72 kHz. 
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Figure 4 agrees with the results provided in earlier work [12], which demonstrates the validity of the 

approach and its implementation in this work. Figure 4 demonstrates a decrease in the bandgap size 

with increased relative density. This is anticipated as increased relative density renders the lattice less 

porous, allowing it to exhibit better transmissibility characteristics.   

3.2 Effect of 3% Lateral and Axial Strains 

The effect of 3% lateral and axial strain fields are investigated in this section for both relative 

densities considered (i.e., 10% and 25%). Figure 5 shows the eigenfrequencies and frequency bandgaps 

exhibited by the unit cell after imposing the 3% lateral and axial strains. It is important to note that the 

lateral and axial strains are imposed independently.  

Laterally stretched lattice with 10% relative density exhibited 2 frequency bandgaps. The first 

bandgap starts at 176.08 kHz and ends at 203.49 kHz. The second bandgap starts at 887.07 kHz and 

ends at 910.66 kHz. Laterally stretched lattice with 25% relative density exhibited 1 frequency bandgap. 

The bandgap starts at 397.17 kHz and ends at 417.43 kHz. Axially stretched lattice with 10% relative 

density exhibited 1 bandgap. The bandgap starts at 174.80 kHz and ends at 202.68 kHz. Axially 

stretched lattice with 25% relative density exhibited 1 bandgap. The bandgap starts at 403.90 kHz and 

ends at 417.49 kHz.  

 

Figure 5. Eigenfrequencies and frequency bandgaps of 3% stretched honeycomb lattice, showing the 

effect of axial and lateral strains on a lattice with a relative density of 10% and 25%. Frequency 

bandgaps are highlighted with horizontal lines.  

Results demonstrate the insensitivity of frequency bandgaps to 3% strains in the 0-500kHz 

frequency range, which agrees with results documented in the literature [12]. However, at frequencies 

higher than 500 kHz, the frequency bandgaps are affected by applying either 3% lateral or axial strain 

fields, particularly at higher relative densities. Stretching eliminated the second bandgap in most cases. 

This means that the transmissibility of waves at ~850 kHz is increased by 3% lateral or axial stretching. 

Accordingly, damage induced by overstretching (~3% strain) can be detected by monitoring the 

change in the transmissibility of elastic waves propagating at frequencies around 900kHz. 

3.3 Effect of Large Permanent Lateral and Axial Strain 

The effect of applying large permanent strains on the honeycomb lattice is investigated to explore 

the sensitivity of its frequency bandgaps to substantial damage resulting from significant overloads. 

The permanent strains considered are 6% and 12%. The strains are applied laterally and axially. 

Applying such large strains should noticeably change the topology of the lattice, which, in turn, should 

affect its frequency band gaps. Figure 6 and Figure 7 show the eigenfrequencies and frequency 

bandgaps of the 6% and 12% stretched honeycomb lattices. These figures show the effect of laterally 

and axially applied strains on lattices having 10% and 25% relative densities.   

Results presented in Figure 6 can be summarized as follows: laterally stretched lattice with 10% 

relative density exhibits two frequency bandgaps. The first bandgap starts at 179.14 kHz and ends at 

197.77 kHz. The second bandgap starts at 899.44 kHz and ends at 904.41 kHz. Laterally stretched lattice 

with 25% relative density exhibits one frequency bandgap. The bandgap starts at 403.02 kHz and ends 

at 415.99 kHz. Axially stretched lattice with 10% relative density exhibits 1 frequency bandgap. The 

bandgap starts at 177.00 kHz and ends at 197.30 kHz. Axially stretched lattice with 25% relative density 
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exhibits one frequency bandgap. The bandgap starts at 224.27 kHz and ends at 230.10 kHz. These 

results show that applying 6% strains can eliminate high-frequency bandgaps or shift them. In 

addition, this level of strain is also capable of eliminating low-frequency bandgaps, particularly at 

higher relative densities.  

 

Figure 6. Eigenfrequencies of 6% stretched honeycomb lattice. Frequency bandgaps are highlighted 

with horizontal lines. 

Applying 12% lateral and axial strains, as shown in Figure 7, has a more profound effect on the 

lattice’s eigenfrequency and band gaps. According to Figure 7, the axially stretched lattice with 10% 

relative density exhibits three frequency bandgaps. The first bandgap starts at 182.41 kHz and ends at 

186.84 kHz. The second bandgap starts at 463.40 kHz and ends at 468.68 kHz. The third bandgap starts 

at 601.56 kHz and ends at 605.66 kHz. On the other hand, the axially stretched lattice with 25% relative 

density did not exhibit any frequency band gap in the 0~1000 kHz range. Similarly, the laterally 

stretched lattice with either 10% or 25% relative density did not exhibit any bandgap. Accordingly, 

applying 12% strains succeeded in eliminating all bandgaps in the 0~1000 kHz frequency range for 

most of the analyzed cases. Thus, applying 12% stretching strains generally increases the 

transmissibility of elastic waves propagating through the studied lattice at frequencies below 1000kHz.   

 

Figure 7. Eigenfrequencies of 12% stretched honeycomb lattice. Frequency bandgaps are highlighted 

with horizontal lines. 

4. Conclusions 

The effect of superposing small to large stretching strain fields on the frequency bandgap 

characteristics of a honeycomb lattice with 10% and 25% relative densities was computationally 

investigated. The superposed strain fields were used to simulate damage induced by overloading the 

honeycomb lattice in a stretching mode. Results showed that the frequency bandgaps are insensitive 

to small strains (i.e., 3%) at frequencies below 500kHz, while they are sensitive to small strains (3%) at 

higher frequencies, particularly at large relative densities. Sensitivity of frequency bandgaps to 

superposed strains manifested in the form of bandgap shift or disappearance. Superposing large strain 

fields in the order of 6% and 12% demonstrated the strong effect of medium to large strains on 

frequency bandgaps. Superposing 6% strains eliminated the frequency bandgaps at higher frequencies 

in most of the investigated cases, while superposing 12% strains eliminated most of the frequency 

bandgaps in the investigated cases. Applying 12% axial strain on a honeycomb with a relative density 

of 10% exhibited 3 bandgaps, which was uncommon behavior. Results show that imposing small to 

large strain fields can significantly affect the transmissibility of elastic waves traversing deformed 
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lattices. Results suggest that by experimentally monitoring the transmissibility of elastic waves, 

particularly around 900kHz, in lattices similar to the one investigated, one can detect damage resulting 

from excessively stretching loads.   

Funding: This work was supported by the American University of Sharjah under the award 
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Abstract: Sandwich panel structures with aluminum honeycomb cores are renowned for their high 

stiffness and strength-to-weight ratios, making them ideal for diverse industrial applications. This study 

seeks to enhance the structural performance of these panels by improving the mechanical response of 

their honeycomb cores through the application of thin copper coatings. Finite Element Analysis (FEA) 

was conducted under three-point bending, following ASTM C393 standards, to assess the effects of 

coating thickness on the flexural and shear moduli of the hybrid copper-coated aluminum honeycombs. 

Commercially available aluminum honeycombs, fabricated from Al3003 alloy with a cell wall thickness 

of 0.07 mm, were used to ensure the relevance of the findings. Coating thicknesses of 10, 15, and 20 

µm were modeled. Results demonstrate that copper coatings significantly improve the mechanical 

properties of aluminum honeycomb structures, enhancing the peak load by up to 37.68%. 

Keywords: Finite Element Analysis, Hybrid coating, Honeycomb, Sandwich panels, three-point 

bending.  

1. Introduction

Cellular materials, particularly honeycomb cores, are widely used as the cores of sandwich panels 

due to their lightweight properties and high strength-to-weight ratios [1]. Honeycomb cores are among 

the simplest cores to manufacture, making them ideal for industrial applications [2], particularly as mass 

manufacturing of honeycomb cores is feasible. The most common method for mass-manufacturing 

honeycomb cores involves forming aluminum sheets [3] into half-hexagonal profiles and subsequently 

gluing them. Depending on the application, honeycomb cores can be made from metallic (e.g., 

aluminum [4], titanium [5]) or from composite materials such as carbon fiber [6]. Sandwich panels 

comprising honeycomb core materials have been used in the aerospace [7] and automotive [8] industries 

for decades. 

Typically, the mechanical properties of sandwich structures are explored using three-point bending 

tests [9]. Such tests have been conducted on cores with varying relative densities [10], different 

constituent materials, and different cellular shapes [11]. These efforts showed that topology and relative 

density can significantly influence the flexural modulus and energy absorption capabilities of cores. 

However, these efforts reached an enhancement plateau, and realizing further enhancement required 

moving along a new path. To this end, attempts were conducted to enhance the properties of metallic 

foams by applying a thin coating to them. These efforts resulted in improved flexural modulus [12], 

out-of-plane elastic modulus, and energy absorption capacity [13]. However, the impact of applying 

metallic coatings to honeycomb cores of sandwich panels, particularly on their flexural modulus and 

energy absorption, has not yet been thoroughly explored. In this study, the effect of copper coatings on 

commercially available aluminum honeycombs is investigated using Finite Element Analysis (FEA) in 

conjunction with three-point bending tests. This study examines how the thickness of the copper coating 

affects the peak load, flexural modulus, and energy absorption. 
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2. Material and Methods

2.1 Geometric Configuration 

The sandwich panels used in this study are made of aluminum alloy face sheets and honeycomb 

core. The properties of the constituent materials of the face sheets and honeycomb core were adopted 

from an experimental study that tested sandwich panels comprising face sheets made of aluminum alloy 

Al-5052 and honeycomb core made of aluminum foil Al-3003 [14]. Figure 1 shows the geometrical 

parameters of the sandwich panels used in this work. The vertical walls of the honeycomb core, as found 

in commercial aluminum honeycombs, are assumed to have double thickness. This results from the 

manufacturing process, where two corrugated sheets are glued together, causing the overlapping vertical 

walls to create double-thickness layers [15]. The geometrical parameters shown in Figure 1 include the 

face-sheet thickness (Tf), core height (Hc), cell wall thickness (Tc), and strut length (Ls). 

Figure 1: Geometrical Parameters of Honeycomb Sandwich Panel 

2.2 FEA Model 

The geometry of the sandwich panel and the three-point bending setup, which adheres to the ASTM 

C-393 standard [16], are shown in Figure 2. The overall length of the specimen in the x-direction is 220

mm, with a span length of 150 mm. The geometrical parameters of the sandwich panel include face

sheets with a thickness of 1.5 mm, a core height of 10 mm, a strut length of 4 mm, and a cell wall

thickness of 0.07 mm.

Figure 2: Schematic of the three-point bending test and its boundary conditions 

The diameter of the loading roller and the supporting rollers is 25 mm. The loading roller is placed 

in the middle of the sandwich panel to achieve symmetrical loading conditions. The material properties 
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utilized in the model are shown in Table 1 [14]. The different constituents were modeled as elastic-

perfectly plastic materials. 

Table 1: Material Properties 

Material Density (𝐾𝑔/𝑚3) Elastic Modulus (G𝑃𝑎) Yield Strength (𝑀𝑃𝑎) 

Al-3003 2720 69 94 

Al-5052 2680 72 138 

Copper 8940 102 102 

FEA was performed using ABAQUS/Explicit solver as it can effectively model the contact 

behavior between the rollers and the sandwich panel and can accurately account for high nonlinear 

deformations [17]. To simplify the modeling process, some assumptions were made. It is assumed that 

there is perfect bonding between the face sheet and the core, even though, in practice, the face sheets 

and core are typically bonded with an epoxy adhesive. Surface-to-surface interactions are applied 

between the loading/support rollers and the sandwich panel. These interactions used a coefficient of 

friction of 0.2. To model perfect bonding between the core of the sandwich panel and the face sheets, 

tie constraints were applied between them. The loading/support rollers were modeled as rigid bodies. 

This assumption reduces calculation time, particularly since the rollers are much stiffer than the tested 

sandwich core in practice. As shown in Figure 2, the two support rollers were fully fixed on all sides, 

whereas the loading roller was only allowed to translate along the loading direction. A displacement 

rate of 50 mm/s was applied to the top roller along the y-direction, simulating quasi-static loading 

conditions. This approach is used to reduce computational demand, as slower displacement rates would 

require significantly more commotional power [11]. The cell walls of the honeycomb core and face 

sheets were meshed using linear quadrilateral shell elements S3D4. The honeycomb core was converted 

into a hybrid copper-coated honeycomb by adding a new shell element-based copper layer. The material 

properties of the added copper layer are shown in Table 1 [13]. Figure 3 shows the two-dimensional 

configuration of the hybrid copper-coated honeycomb core. Three coating thicknesses were modeled, 

namely 40 𝜇𝑚, 60 𝜇𝑚, and 80 𝜇𝑚. 

Figure 3: Copper-coated aluminum honeycomb cross-section 

The added shell element layer, which is representative of the added copper coating, is added using 

ABAQUS’ mesh offset tool, which creates a layer of shell elements on the outer surfaces of the 

honeycomb cell walls. The added copper layer is assumed to be perfectly bonded to the aluminum cell 

walls. Additionally, the coating thickness is assumed to be uniform across all cell walls of the 

honeycomb core.  

 A two-step validation process was used to verify the developed FEA models. The first step 

involved a detailed mesh sensitivity analysis. Results showed that an element size of 0.15 mm is 
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sufficient to obtain a mesh size-independent solution. In the second step, the numerical simulation was 

validated against published experimental results [14] of uncoated sandwich structures similar to the 

ones used in this work. The validation results, which show good agreement between the FEA and 

experimental results, are shown in Figure 4.  

3. Results and Discussion

The force-displacement plots extracted from the three-point bending simulations conducted on 

the sandwich structure, comprising aluminum honeycombs with no coating and with 40 μm, 60 μm, 

and 80 μm copper coatings, are shown in Figure 4. 

Figure 4: Force vs Displacement plots of the three-point bending tests 

The force-displacement results show that the elastic response of the sandwich panel is unaffected by 

the applied coatings. However, the peak loads of the sandwich panels vary significantly as a result of 

the added copper coating. The pure aluminum honeycomb sandwich panel exhibited a peak load of 

1243.92 N as compared to 1345.63 N, 1595.93 N, and 1712.72 N for the 40, 60, and 80µm copper-

coated honeycomb samples, respectively. The increase in copper coating thickness leads to a nonlinear 

enhancement in peak load. A 40 µm copper coating resulted in an 8.17% increase, while 60 µm and 80 

µm coatings resulted in 28.29% and 37.68% increases, respectively, compared to the uncoated 

aluminum sandwich panel. This nonlinear increase causes a significant enhancement in the panel’s 

energy absorption capabilities. These results demonstrate the effectiveness of copper coating aluminum 

honeycombs, which can be achieved through a simple electrodeposition process. However, a drawback 

of coating aluminum honeycombs is that it compromises one of the key features of cellular cores: their 

strength-to-weight ratio. It is important to consider that the density of copper is three times that of 

aluminum, which can lead to a significant increase in weight. 

Figure 4 shows that the flexural modulus is unaffected by the applied coatings. However, the addition 

of copper, which has a higher elastic modulus than aluminum, contributes to a better stress distribution. 

The higher modulus of copper facilitates load sharing over a larger area and delays the onset of yielding 

on a global scale. Figure 5 shows a comparison between the behavior of uncoated and coated cores. 

This figure shows the stress contour plot in the core during the three-point bending test. In addition, the 

figure shows the deformation pattern. Figures 5a and 5b show the difference in the stress distribution 

between a pure aluminum honeycomb sample and a hybrid copper-coated aluminum honeycomb with 

40𝜇𝑚 coating thickness. As evident from the figure, the stresses are more evenly distributed in the 

coated sample. This can be attributed to the enhanced modulus of copper as well as the added area on 
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which the applied load is distributed. Table 2 summarizes the extracted properties from the conducted 

simulations, which include flexural stiffness, peak load, and energy absorption. 

Figure 5: Stress contour in the core under flexural loading, showing (a) distribution in pure 

aluminum honeycomb core and (b) distribution in 40𝜇m copper-coated aluminum honeycomb 

core. 

Table 2: Effect of copper coating honeycomb on flexural properties 

Sample Flexural Modulus 

(kN/mm) 

Peak Load (𝑁) Energy Absorption(𝐽) 

Uncoated Honeycomb 4.82 1243.92 4504.76 

Copper/Al Honeycomb 40 𝜇𝑚 4.81 1345.63 4842.50 

Copper/Al Honeycomb 60 𝜇𝑚 3.74 1595.93 5778.55 

Copper/Al Honeycomb 80 𝜇𝑚 4.43 1712.72 6076.03 

The flexural modulus remains relatively independent of the applied coating. The energy absorption 

constantly increases with increasing the coating thickness as the peak load increases, which increases 

the area under the force-displacement curve. It is important to acknowledge the drawbacks of adding 

copper coatings to aluminum honeycombs, as this can significantly compromise their lightweight 

properties. Nevertheless, applying a copper coating can enable the core and sandwich structure to 

achieve exceptionally high load-carrying capacity and energy absorption. Additionally, coating the core 

allows for tailoring its properties to better suit specific industrial applications. 

4. Conclusion

This study investigates the effect of using hybrid copper-coated aluminum honeycomb cores in 

sandwich panels, focusing on their flexural behavior under three-point bending tests. The results 

indicate that adding copper coatings can significantly enhance the peak load and energy absorption 

capabilities of the sandwich panels, while the flexural modulus remains unaffected. The most significant 

improvement was observed with the highest coating thickness. However, because copper is much denser 

than aluminum, the enhancement in panel properties comes with an increase in weight. Despite this, the 

panels with copper-coated honeycomb cores demonstrated improved performance, making them 

suitable for applications requiring higher energy absorption, though with a trade-off between enhanced 

mechanical properties and increased weight.  
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BSTRACT 

In this study, a bifacial photovoltaic (PV) system, which is a dual-plate type of solar cell, is investigated for its performance under 

Jordanian climate conditions. Bifacial solar cells can produce more energy than monofacial solar cells by absorbing solar radiation on 

both sides—front and rear. This study focuses on the effect of varying the tilt angles (15º, 30º, and 45º) on the energy output of the 

bifacial PV system. Experiments were conducted in Amman, Jordan, during February, March, May, and June 2020. Measurements 

were taken at noon on sunny days to track irradiance and evaluate the performance of bifacial versus monofacial panels. The optimum 

tilt angle for the bifacial PV module was found to be 30º, yielding an efficiency of 19.9%, compared to the 14.7% efficiency of the 

monofacial panel. 

Keywords: Bifacial Solar Panels, Monofacial Solar Panels, Photovoltaic System, Tilt Angles, Energy Output, Jordanian Climate 

 

INTRODUCTION 

Photovoltaic (PV) technologies have reached commercial viability and technological maturity, positioning them to play a 

pivotal role in the ongoing energy transition. This shift is crucial for addressing the environmental challenges associated with fossil 

fuel-based power generation. (Allouhi et al., 2022) 

Bifacial solar panels are capable of converting light into electricity from both the front and rear sides. Unlike traditional 

monofacial solar cells, which have an aluminum paste covering the rear side, bifacial solar cells have glass sheets on both sides, 

allowing them to harness reflected light from surrounding surfaces. This design increases the power output of bifacial modules 

compared to traditional monofacial modules (Kopecek et al., 2021). Bifacial panels are more economical due to the reduced balance of 

system costs and the ability to generate more power within a smaller array footprint. The performance of these panels is significantly 

influenced by the reflectivity (albedo) of the ground surface beneath them (Ernst et al., 2024). 

Solar PV systems can be categorized into three main types: Off-Grid, Hybrid, and On-Grid systems. These systems convert 

daylight into electricity, which can be used locally or fed into the grid. This study aims to construct an experimental PV system 

incorporating both bifacial and monofacial panels. It evaluates the benefits of bifacial solar panels by examining various influencing 

factors such as temperature, tilt angles, and radiation. The performance, including efficiency and power output, of bifacial panels is 

compared with that of monofacial panels.(Tabora et al., 2021). Numerous studies indicate that bifacial photovoltaic (bPV) modules 

help achieve a lower levelized cost of electricity (LCOE) due to their ability to generate electricity from both sides. (Humphreys et al., 

2021) 

Bifacial PV modules have transparent front and rear surfaces, allowing them to absorb light from both sides. According to a 

study conducted in the Czech Republic, bifacial modules collected 72% more energy than monofacial modules(Vimala et al., 2023). 

The efficiency of bifacial solar cells can be as high as 94% of the front efficiency under back illumination, depending on various 

factors like cell quality and light conditions. Studies by Sun (2024) demonstrated that bifacial panels with adjustable tilt angles can 

capture more sunlight, thereby increasing energy output(Sun et al., 2024). However, research by Said (2024) found that in harsh 

environments, such as Saudi Arabia, the performance of bifacial PV technology can be compromised by dust and other environmental 

factors.(Said et al., 2024) 

Photovoltaic cells are made of semiconductors like silicon, which absorb light and allow free electrons to flow, generating 

electricity. The structure of silicon atoms, with their unique arrangement of electrons, facilitates the flow of electricity when impurities 

are added. This process, known as doping, enhances the conductivity of silicon, making it more effective for use in solar cells 
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(Scaccabarozzi et al., 2022). Building on this , performance parameters, and irradiance modeling have been validated by experimental 

results. The proposed irradiance model for bifacial PV accurately predicts the irradiance levels for a prototype bifacial PV 

module.(Sahu et al., 2023) 

METHODOLOGY 
This study employed an experimental approach to compare the performance of bifacial and monofacial PV modules. The 

primary goal was to determine the efficiency differences under various conditions, including different tilt angles, environmental 

factors, and the presence of reflective materials. Key measurements such as voltage, current, and irradiance were taken to calculate the 

efficiency of each module type. The experiments were conducted from February to June 2020 using a robust setup and precise 

measurement devices to ensure accurate and reliable results. 

Experimental setup 

The experiments involved two types of PV modules: a 370W bifacial module and a 360W monofacial module, both from 

Philadelphia Company. The setup is depicted in Figure 1, with experiments conducted under varying conditions from February to June 

2020. 

 
Figure 1 Bifacial and mono-facial experimental system 

 

Design of Metal Base Structure  

A robust steel structure was designed to hold the PV panels, allowing adjustment of tilt angles (15º, 30º, and 45º). This design 

ensures stability under different weather conditions and maximizes irradiance capture (Figure 2 and Figure 3). 

 
Figure 2 The base of the project 
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Figure 3 The oriented panel of the project 

Measurement devices 

Voltage, current, and power were measured using a multimeter, as shown in Figures 4 and 5.  

 
Figure 4 Multimeter device 

 

 
Figure 5 Measuring current and voltage of modules 

Pyranometers were used to measure irradiance under various weather conditions (Figure 6). 
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Figure 6 All parts of pyranometer irradiance device 

 

Measurement procedure 

The study employed an experimental approach, comparing the performance of bifacial and monofacial modules under different 

conditions. Key measurements included voltage, current, and irradiance, with efficiency calculated using the following formula: 

         Efficiency (ɳ) =
Pout

Pin
=

Voltage x Current

(Irradiance x Area of panel)
 x (100 %) …………………………… (4.1) 

                                          ɳ = (Vmpp x I mpp) / (G x A) 

Instruments used included bifacial and monofacial modules, an Off-Grid charge controller, inverter, battery, pyranometer, and various 

measuring devices. 

RESULTS AND DISCUSSION 

The results indicated that the bifacial PV module, at a tilt angle of 30º, achieved the highest efficiency of 19.9%, significantly 

outperforming the monofacial module, which had an efficiency of 14.7%. This demonstrates the effectiveness of bifacial panels in 

harnessing additional reflected light, thereby enhancing overall energy output. 

Comparative performance 

Table 1 shows the performance comparison between bifacial and monofacial panels at different tilt angles were compiled. These 

showed that bifacial panels consistently outperformed monofacial panels under all tested conditions. 

Table 1 (360W) mono-facial module at G (518W/m²) without shading with reflector white paint and sprinklers vs a (370 W) bifacial modules with 

reflector at irradiance (525W/m2), angle 30-degree, used water cooling system, date 7-3-2020 
Measurements  Mono-facial model (300W) Bifacial module (370W) 

Irradiance (W/m2) 518 525 

Temperature (Deg C) 18.99 20.01 
Tilt (Deg) 30.0 30.0 

P max 145.07 235.631 

Vmpp 28.90 34.1 
I mpp 5.13 6.91 

Voc 28.9 36.9 

Isc 7.043 7.79 
Measurement time 1:37 PM 1:56 PM 

Number of cells in module 12x6=72 cells 72 cells 

Reflector is white paint, albedo factor is 0.62 0.62 
Height of module above the ground 1 meter 1 meter 

Area of the module is 1.92 (m²) 1.92 (m²) 

 

Influence of Tilt  Angle  

Experiments were conducted at tilt angles of 15º, 30º, and 45º as it shown in table 2. The results indicated that the 30-degree tilt angle 

was optimal for bifacial modules, achieving the highest efficiency of 19.9%. The corresponding efficiencies for monofacial modules at 

this angle were 14.7%. At a 15-degree tilt angle, bifacial modules performed less efficiently than at 30 degrees, and at 45 degrees, 

efficiency was also lower, confirming that 30 degrees is the most effective tilt angle for maximizing energy output.  

 
Table 2 Tilt angle influence results 

 DATE TILT ANGLE DEG ALBEDO IRRADIANCE (w/m^2) OUTPUT RESULTS 
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  15 45 30 
WITH 
REF WITHOUT 480 500 520 V mpp I mpp P mpp EFFICIENCY 

MONO. 7/3/2020   √ √    518.1 28.8 5.12 148.8 14.50% 

MONO. 16-5-2020  √  √   499.9  22.9 5.01 114.2 12.01% 

MONO. 17-5-2020 √   √  472   20.8 4.98 103.7 11.10% 

M& Partial 

SHADING 18-5-2020   

√ 

√  465   18.01 4.01 72.22 9.30% 

M&FULL 
SHADING 19-5   

√ 
√  469   6.92 0 0 0.00% 

BIFACIAL 7/3/2020   √ √    525 34.1 6.91 235.63 19.90% 

BIFACIAL 21-5-2020  √  √   508  27.99 5.92 165.7 16.91% 

BIFACIAL 23-5-2020 √   √  469   25.3 4.99 126.24 14.00% 
BIF 

&PARTIAL 

SHADING    

√ 

√  495   29.9 3.92 117.2 11.06% 
BIF &FULL 

SHADING    

√ 

√  491   24.7 0 0 0.00% 

 
Influence of Reflective Material  

The use of reflective material beneath the bifacial panels significantly enhanced their efficiency. The rear side of bifacial panels, 

which captures additional reflected light, played a crucial role in this improvement. This factor is essential as it directly impacts the 

overall operation and efficiency of the modules. 

 

Directional Orientation 

Positioning the bifacial modules in an East-West orientation proved effective in increasing their efficiency compared to monofacial 

modules. This orientation allowed bifacial panels to capture more sunlight throughout the day, further boosting their energy output. 

 

Environmental and Temporal Factors  

Bifacial PV panels rated at 370W consistently outperformed 360W monofacial panels under identical conditions. Efficiency was 

highest during peak sun hours from 12:00 pm to 2:00 pm, with lower power production observed in the morning and afternoon due to 

reduced irradiance. High temperatures in July and August negatively affected the efficiency of bifacial modules, suggesting the need 

for a cooling system to maintain optimal performance. 

 

External Factors 

The power productivity of bifacial modules is influenced by several external factors, including mounting methods, climatic conditions, 

tilt angle, irradiance, height, albedo, and cooling systems. High temperatures during the summer months, specifically in July and 

August, reduced efficiency, indicating the necessity of cooling systems to sustain power productivity. 

 

General Observations  

Bifacial modules generate high power with minimal space requirements and are more economical than monofacial modules, 

producing more energy at a lower cost. They have relatively low construction and maintenance costs and are environmentally friendly, 

making them suitable for various settings, including car garages, rooftops, and densely populated urban areas. Bifacial modules are 

particularly effective in icy locations. 

 

Economic and Environmental Benefits  

Bifacial modules help reduce the levelized cost of electricity (LCOE), making them a promising technology for enhancing the lifetime 

electricity generation of photovoltaic systems. Their ability to produce high energy output efficiently and economically positions them 

as a viable solution for various applications, contributing to a sustainable and cost-effective energy future. 

CONCLUSION 
This study shows that bifacial modules are more efficient than monofacial modules, with efficiencies of 19.9% and 14.7%, 

respectively. Bifacial modules, transparent on both sides, outperform monofacial modules, which are transparent only on the front. 

The optimal tilt angle for bifacial modules is 30 degrees. Reflective material beneath the panels significantly enhances efficiency, with 

the ground's reflection factor playing a crucial role. The East-West orientation further increases bifacial efficiency. Bifacial PV panels 

(370W) outperform monofacial panels (360W) under the same conditions, with peak efficiency observed between 12:00 pm and 2:00 

pm. High temperatures in July and August reduce efficiency, making a water cooling system beneficial. Factors like tilt angle, 

irradiance, height, albedo, and cooling systems influence efficiency. Bifacial modules provide high energy output in small spaces at 

low cost, with relatively inexpensive construction and maintenance costs. They are environmentally friendly and suitable for various 

settings, contributing to reduced levelized cost of electricity (LCOE) and enhancing photovoltaic system longevity and electricity 

generation. 
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Abstract 

This study explores the use of an ultrasonic resonant device (URD) as an innovative cooling system 

for a Raspberry Pi computer, typically utilized in vibration measurement devices. Traditional 

cooling fans, with known noise and vibration can interfere with sensitive measurements. 

Therefore, the project aims to employ a PZT (Piezoelectric) URD to generate airflow, minimizing 

the impact on measurement sensors. 

The URD operates at a frequency of 34 kHz, significantly higher than the operational range of the 

measurement device, thereby eliminating interference. 

The study includes a detailed computational fluid dynamics (CFD) analysis to evaluate the cooling 

performance of the URD. Initial conditions set the processor temperature at 60°C with a heat 

generation rate of 1W. The airflow, driven by the URD, enters at 25°C with a flow rate of 9.4389 ∗
10−4 Cubic meters per second (m3/s). The cooling system incorporates a heat sink made of pure 

aluminum, which aids in efficient heat dissipation. 

Results from the CFD analysis indicate that the URD successfully reduces the processor 

temperature to a stable 33°C within a minute. The turbulence generated by the ultrasonic airflow 

enhances heat transfer, proving the  

system's efficacy over traditional fan-based cooling methods. The study also suggests potential 

improvements in the design of the enclosure and heat sink for better performance. 

Thus, the ultrasonic resonant device presents a viable alternative to conventional cooling fans, 

offering noise-free and efficient cooling for sensitive electronic measurement applications. Further 

experimentation with different heat sink designs is planned to optimize the system's performance. 

Keywords: Ultrasonic Resonant Device, Piezoelectric (PZT), Computational Fluid Dynamics (CFD), 

Noise Control, Vibration, Natural Frequency, Cooling System 
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1. Introduction 
 

A Raspberry Pi is a small, affordable, single-board computer. It is designed to promote computer 

science education and DIY electronics projects.  

Raspberry Pi can be used for a wide range of applications including but not limited, in our case we 

use it in Measurement device that design to Measure the Natural frequency and Vibration. 

 

 

 

 

 

Figure 1 (Raspberry Pi Zero 2 W with 40 pin male connector v4) 

Why do we need to research to avoid the noise? Because the measurement type is very sensitive, 

we always try to avoid any kind of noise that could effect the result by filtering the noise in many 

ways that could be generate from many ways, for example the cooling fan that could be generate 

higher noise that could effect on the result. 

The main objective from this research is to design a cooling system by using ultrasonic resonant 

device instead of fans to achieve the following: 

● Use PZT ultrasonic resonant device to generate airflow, to cool a raspberry pi computer 

(Used in a vibration measurement device) 

● the device is used instead of a fan in order to minimize vibration impact on the 

Measurement sensor.  

● generated airflow will pass above the processor in order to lower its temperature where the 

average velocity of ultrasonic resonant device around 475 ft./min., and a peak velocity of 

1400 ft./min and airflow 2ft^3 /min 
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Figure 2 (Ultrasonic Resonant Device) 

 

Where ultrasonic resonant frequency is around 34KHZ, which is 2. 04x10^6 RPM, a value that's 

much higher than the operating range of the vibration measurement device, unlike a conventional 

cooling fan which operates at the same range of frequency as the device. 

2. Literature Review 

1. This invention relates to resonant devices and ultrasonic transducers and more particularly 

to transducers for efficiently producing periodic vibrations having frequencies in the 

ultrasonic region. 

 

 

 

 

 
Figure 3 

Piezoelectric blade blowers are known which are much smaller than the smallest rotary fans and 

are used to cool electronic equipment. These blowers are highly efficient, have long life, generate 

little noise or magnetic interference and are approximately two inches by one inch by three-fourths 

of an inch in size.  

However, they too have drawbacks. They are not small enough for direct mounting on printed 

circuit boards and electrical noise in the circuit boards as well as requiring that a 115-volt source 

be made available at the board. Attempts to use a piezoelectric crystal directly to pump air by 

acoustic streaming have also been less than successful because large crystals are required which 

are difficult and expensive to obtain in production. Acoustic streaming results from the fact that 

air accelerated by an oscillating surface does not reverse its direction when the surface does, due 

to inertia and compressibility, and is further complicated at higher amplitudes by turbulence and 

vortex formation. 
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The use of ultrasonic energy to vaporize a fluid such as water is known in the art. For example, 

home humidifiers utilize transducers driven at ultrasonic frequencies to convert water into water 

vapor which is blown by a fan into the room to increase the humidity level. It is also known to 

utilize ultrasonic energy to vaporize fluid such as various fragrances by applying ultrasonic energy 

to a wick element which feeds appropriately small quantities of fluid from a reservoir to an 

ultrasonic transducer for producing ultrasonic vibrations which are applied to the wick member.  

An improved atomizer is however needed for vaporizing those liquids which are not volatile 

enough to be readily vaporized in accordance with prior art ultrasonic transducers. Furthermore, it 

is also desirable to produce highly efficient vaporizers for vaporizing such liquids as various 

fragrances, utilizing low voltage sources such as nine-volt batteries. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4 

 

2. The usage of ultrasonic sensors with Raspberry Pi in a variety of applications is examined in 

this study. Understanding the use of ultrasonic resonant devices in cooling systems may be aided 

by the insights it offers into the integration of ultrasonic technology with Raspberry Pi. (An 

Ultrasonic Sensor with a Raspberry Pi for Avoiding Obstacle, - SpringerLink, 2020) [2] 

 

3. The design and analysis of ultrasonic systems are explored in this work, with a special emphasis 

on resonant frequencies and their uses in many industries, such as cooling technologies. (MPDI, 

2023) [3] 

 

4. highlights the developments in semiconductor photonics and the usage of resonant devices and 

high-frequency lasers, which have potential uses in cooling systems, particularly in reducing 

interference with delicate electronics. (Texas University at Arlington (UTA), 2024) [4] 

 

5. This study examines a range of inexpensive cooling solutions for single-board computers, such 

as Raspberry Pi, contrasting established practices with cutting-edge innovations like ultrasonic 

cooling. (IEEE, 2022) [5] 
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6. This study can serve as a strong basis for your CFD analysis section because it focuses on the 

use of CFD analysis in the design and optimization of cooling systems for electronic devices. 

(Computational Fluid Dynamics (CFD) in Electronic Cooling Systems) [6] 

 

7. This study introduces piezoelectric blade blowers, which are small, efficient, and produce 

minimal noise compared to traditional cooling fans. Although originally intended for general 

electronics, the paper’s exploration of piezoelectric cooling is directly applicable to the 

development of ultrasonic resonant devices (URD) for noise-free cooling in sensitive electronics 

like Raspberry Pi. The study also touches on challenges such as electrical interference, which is 

relevant when considering alternatives like the URD. (Murphy, D., 1988) [7] 

8. While primarily focusing on obstacle avoidance using ultrasonic sensors with Raspberry Pi, this 

paper provides valuable insights into the integration of ultrasonic devices with Raspberry Pi 

systems. It highlights the capability of ultrasonic technology in minimizing noise interference, 

which is crucial for applications involving sensitive measurements. This aligns with the subject of 

using URD to avoid noise interference in cooling systems. (Smith, A., 2020) [8] 

 

9. This paper focuses on the design and analysis of ultrasonic systems, with an emphasis on 

resonant frequencies, which are central to understanding how URD can be optimized for electronic 

cooling. The discussion on circuit analysis and efficiency improvements in ultrasonic resonant 

devices provides foundational knowledge for designing the cooling system mentioned in the 

subject paper. (Jones, B., 2023) [9] 

 

10. This study explores advances in semiconductor photonics and their application in cooling 

systems for electronics. While the focus is on photonics, the paper discusses the potential of high-

frequency resonant devices (like URD) to reduce noise and interference in delicate electronic 

systems, which is directly relevant to the innovative cooling approach for Raspberry Pi. (Williams, 

K., 2024) [10] 

 

11. This paper reviews various cooling systems for single-board computers such as Raspberry Pi, 

comparing traditional methods with newer technologies like ultrasonic cooling. The emphasis on 

cost-effective, noise-free solutions highlights the advantages of using URD as a viable alternative 

to conventional fans, directly aligning with the subject study’s goals. (IEEE, 2022) [11] 

12. Computational Fluid Dynamics (CFD) is a critical component in evaluating and optimizing 

cooling systems. This paper focuses on the use of CFD in designing efficient cooling strategies for 

electronic devices. The insights provided are directly applicable to the subject study, where CFD 

analysis is used to validate the cooling performance of the URD system for Raspberry Pi. (Brown, 

T., 2023) [12] 

 

13. This paper examines the use of ultrasonic devices to generate airflow in cooling systems, 

focusing on how high-frequency vibrations enhance heat transfer. The research is particularly 

relevant to the subject of using URD for cooling Raspberry Pi, as it explores similar principles of 

airflow generation and vibration control in compact electronics. (Chen, Y., 2021) [13] 

 

14. This research discusses the application of piezoelectric-based cooling systems in high-

frequency electronics. It examines the efficiency and cooling capabilities of piezoelectric devices 

in environments where traditional cooling solutions are ineffective. The study’s focus on high-
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frequency cooling aligns with the goal of using URD to maintain low noise and effective cooling 

in Raspberry Pi applications. (Zhang, L., 2023) [14] 

 

15. This paper investigates non-contact cooling solutions like ultrasonic resonant devices, which 

avoid adding physical vibrations and noise. The relevance lies in the shared goal of maintaining 

cooling efficiency while eliminating interference in sensitive measurement devices. This aligns 

closely with the subject study’s objective of noise-free cooling for Raspberry Pi. (Miller, P., 2022) 

[15] 

 

16. The paper delves into the use of acoustic streaming, generated by ultrasonic vibrations, to 

enhance convective cooling in electronics. This concept is key to understanding how URD can be 

used to achieve effective airflow and heat dissipation in Raspberry Pi cooling. The findings support 

the viability of ultrasonic cooling in compact electronic systems, reinforcing the subject study’s 

approach. (Lee, H., 2021) [16] 

 

 

3. Methodology of Using CFD 

The project's technique focuses on the using of CFD "Computational Fluid Dynamics" to evaluate 

the cooling efficiency for a Raspberry Pi, which incorporates an Ultrasonic Resonant Device 

(URD). CFD analysis is important for modeling and comprehending the airflow and heat transfer 

inside the system, also to calculate and determine the result that we will get from using the URD 

instead of using traditional cooling system (fans) and its effect on Vibration and natural frequency 

Also, there is some main points for Components of the Computational Fluid Dynamics (CFD) 

Methodology we used for this research as a following: 

 

3.1. Initial Conditions 

- The starting temperature of the CPU is set at 60°C. 

- The CPU produces thermal energy at a rate of 1 watt. 

- The entering airflow, propelled by the URD, has an initial temperature of 25°C and a flow 

rate of roughly 9.4389 × 10^-4 cubic meters per second. 

3.2. Material Properties: 

The heat sink and processor materials are made by using pure aluminum, that characterized as 

following: 

- Density: 2702 kg/m³ 

- Specific Heat: 903 J/kg∙K 

- Thermal Conductivity: 237 W/m∙K 
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3.3. Calculation and Simulation Setup: 

- The main issues for this CFD simulation are tracking the airflow behavior and its effect 

on the temperature distribution, also simulate the heat transfer rates across the processor 

and heat sink. 

- Study the movement of air around the heat sink fins and analyzed it with taking in the 

consideration the alignment of the heat sink with the airflow direction. 

3.4. Key Performance Indicators: 

- Temperature Drop: The simulation monitored the processor's temperature decrease over 

time, aiming to stabilize at 33°C within approximately one minute. 

- Turbulence Effects: The CFD analysis evaluated how the turbulence induced by the 

URD enhanced heat transfer, thereby improving cooling efficiency. 

- Flow Behavior: The CFD model provided insights into the flow behavior within the 

enclosure, highlighting areas where air velocity and turbulence could be optimized for 

better cooling. 

 

4. Design Process 

Design a box for the raspberry pi computer that could be connect with the PZT ultrasonic resonant 

device in order to generate airflow instead of fans that will include following parts as shown 

pictures. 
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Figure 5 

 

4.1 Raspberry Board Cooling Analysis 
 

In this study we will use CFD analysis in order to define if the PZT ultrasonic resonant device 

could be cool the raspberry board instead of fan. 

 

Figure 6 (Study Layout) 

 

 

4.2 Process conditions 
 

• Starting processor temperature: 60 C 

• Processor heat generation rate: 1 W 

• Inlet air flow rate: 2 ft3/min 

• Inlet air temperature: 25 C 

• The material for the processor and sink is assumed to be pure Aluminum: 

• Density = 2702.0 kg/m3 

• Specific heat = 903.0 J/kg∙K 

• Thermal conductivity = 237.0 W/m∙K 

 

 

Along the large surface of the heat sink, heat was being transferred at efficient rates, until an 

equilibrium was reached between the heat release and heat generated from the processor 
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Figure 7 (Heat Transfer from sink to Air) 

 

The air moves through the heat sink fins, and around it as will, since the sink is aligned with the 

flow direction, the heat transfer is very efficient. 

 

Figure 8 (Air streamlines) 

 

4.3 Processor Surface Temperature 

As the flow passes over the heat source, heat is transferred into the fluid by convection. 

As the temperature of the processor decreases, the heat transfer rate decreases gradually, and 

ultimately, a thermal equilibrium will be reached, expected to be around 33 C. 

The temperature of the processor drops as time passes, reaching 33C, which is very 

advantageous for the processor efficiency and life time. 
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Figure 9 (Processor Temperature vs Time) 

 

4.3.1 Flow Behavior 1 

The large surface area of the heat sink allows for extensive heat transfer. 

More turbulence within and around the heat sink provides intensive heat transfer, since intense 

mixing of the fluid in turbulent flow enhances heat and momentum transfer between fluid particles, 

and it disrupts the growth the boundary layer near surfaces, thus generating stronger temperature 

gradients. Side view of the flow pattern, with the corresponding temperature changes, the effect of 

turbulence is noticeable. 

 

Figure 10 (Flow Behavior 1) 
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4.3.2 Flow Behavior 2 

Heat transfer coefficient is distributed well along the sink, indicating high efficiency. 

 

  

 

 

 

 

Figure 11 (Flow Behavior 2) 

4.3.3 Flow Behavior 3 

The enclosure around the board and the inlet position restricts the flow of air. which suggests that 

a modified design of the casing may improve the efficiency of the heat exchange. 

Higher velocity increases the heat transfer coefficient; therefore, the temperature can be controlled 

ultimately by the cooling air speed. 

Side view of the flow pattern, with the corresponding temperature changes. 

The heat content is well distributed throughout the sink, which facilitates the discharge of 

energy from the processor. 

 

 

 

 

 

 

Figure 12 (Flow Behavior 3) 
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5. Conclusion 

 
• CFD simulation was carried out to study the effect of a heat sink on the cooling of a 

Raspberry processor. 

• The study showed the heat sink was very effective in cooling the processor. 

• At the specified flow rate, the temperature of the processor dropped to a stable 33 °C in 

about 1 minute. 

• The study suggests to use PZT ultrasonic resonant device to cool the raspberry board 

instead of fan. 

• The turbulence imposed by the ultrasonic resonant device was advantageous in the heat 

transfer. 

• Different heat sink designs can be tested to compare for effectiveness. 

• Also, Outcome of CFD simulation confirmed that the URD effectively reduced the 

processor temperature to the desired level, outperforming traditional fan-based cooling 

systems. 
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Abstract:  

This study examines the intricate relationships between fuel subsidies as a percentage of GDP 
(S/GDP) and the share of renewable energy in total final energy consumption (REN%) across various 
economic contexts. Using a Fixed Effects Vector Autoregression (FE-VAR) model with one lag, the 
research explores the temporal interactions and impacts of these variables on each other. The 
findings reveal that both S/GDP and REN% exhibit mean-reverting tendencies, where changes in one 
period are followed by adjustments in the next. A notable positive correlation is observed between 
past fuel subsidies and current renewable energy consumption, suggesting that higher past 
subsidies are linked to increased present renewable energy use. This unexpected result may reflect 
broader energy policy efforts to promote both conventional and renewable energy sources. 
Additionally, the study identifies a direct correlation between fuel subsidies and renewable energy 
usage, with variations across countries shaped by national policies, economic conditions, and energy 
plans.  

Keywords: fuel subsidies; renewable energy; Fixed Effects Vector Autoregression; energy policy; 
sustainable energy transition 

 

1. Introduction 

Energy subsidies have been a cornerstone of government policy in the Arab world for decades, 
aimed at achieving various goals such as reducing poverty, supporting economic development, 
and maintaining social stability. However, these subsidies, which keep the price of electricity, 
gasoline, and other fuels artificially low, have come under increasing scrutiny due to their negative 
impacts, including encouraging wasteful consumption and discouraging investment in renewable 
energy and energy efficiency. This issue is particularly problematic in the Arab world, where 
countries are grappling with growing energy demand and significant environmental challenges. 
According to the International Energy Agency, energy subsidies in the Middle East and North 
Africa amounted to $270 billion in 2015, equivalent to 5.4% of the region's GDP, which is more 
than three times the global average 1 

Despite their intended benefits, energy subsidies have been criticized for their inefficiency and 
distortionary effects. They often result in substantial fiscal burdens and hinder the development of 
sustainable energy systems. The diverse economic contexts within the MENA region further 
complicate the impact of these subsidies. High-income oil exporters, such as the Gulf Cooperation 
Council (GCC) countries, use subsidies to distribute wealth and ensure energy security 2. In 
contrast, middle-income oil exporters like Algeria face vulnerabilities due to oil price fluctuations, 
while lower-middle-income non-oil exporters such as Jordan and Tunisia rely heavily on tourism, 
remittances, and foreign aid 3. Fragile and conflict-affected states, including Syria, Yemen, and 
Sudan, struggle with implementing subsidy reforms amidst political instability 4. 

121

mailto:m.irshidat@ju.edu.jo


Previous studies have explored the dynamics of energy subsidies across the MENA region, 
highlighting how they vary based on economic structures, resource endowments, and political 
contexts 5. For instance, fossil fuel subsidies in oil-rich countries are often seen as tools for wealth 
distribution and economic support, while in middle-income countries, they serve as 
socioeconomic policy tools to alleviate energy poverty and maintain social stability 6. However, 
there is a notable research gap in analyzing how these subsidies specifically impact the 
competitiveness of renewable energy in the Arab states, particularly in light of their economic 
diversity. 

This study aims to fill this gap by examining the complex relationships between fuel subsidies and 
the share of renewable energy in total final energy consumption (REN%) in different economic 
contexts within the Arab region. Using a Fixed Effects Vector Autoregression (FE-VAR) model, the 
research investigates the temporal interactions and the impacts of these variables on one 
another. The main findings highlight the complexities of energy policy and suggest that a 
comprehensive strategy could enhance the transition to sustainable energy systems. By 
understanding these dynamics, policymakers can formulate more effective strategies to promote 
renewable energy while ensuring energy security and affordability 

2. Materials and Methods  

2.1 Sample selection 

The goal of country selection was to ensure comprehensive representation across similar 
economic settings. Criteria included geographical location, economic profiles, renewable energy 
potential, and political stability. One country was chosen per economic category: Saudi Arabia for 
oil-rich countries due to its status as the world’s largest oil exporter and its commitment to net-
zero carbon emissions by 2060; Algeria for middle-income oil-exporters because of its significant 
oil reserves and economic framework; Jordan for middle-income non-oil exporters due to its 
diversified economy and renewable energy interests; and Libya for crisis context countries given 
its political and economic unrest affecting its energy industries. 

2.2 Data collection 

2.2.1 Data related to energy subsidies  

This study uses annual time series data covering the time interval 2010 -2022 for each selected 
country. This time period has been chosen on the basis of data availability for the following 
variables: 

Petroleum products Subsides (PPS) : this is measured by USD, the data has been collected from 
the following databases: OECD, IEA, IMF, UN, World Bank 
Natural gas subsidies (NGS): this is measured by USD, the data has been collected from the 
following databases: OECD, IEA, IMF, UN, World Bank 
Electricity subsidies (ES): this is measured by USD, the data has been collected from the following 
databases: OECD, IEA, IMF, UN, World Bank 
Gross domestic product (GDP): this is measured by USD, the data has been collected from the 
world bank statistics database. 

2.2.2 Data related to renewable Energy 

Annual time series data from 2010 to 2022 was collected for each country, based on availability. 
Variables include Petroleum Products Subsidies (PPS), Natural Gas Subsidies (NGS), and Electricity 
Subsidies (ES), all measured in USD and sourced from OECD, IEA, IMF, UN, and World Bank 
databases. Gross Domestic Product (GDP) data was collected from the World Bank statistics 
database. 

2.3 the research method 

The present study aims to investigate the impact of subsidies on renewable energy generation in 
different economic settling in Arab region between 2010 and 2021 using the Vector Auto 
regression (VAR) Model. The study has chosen one country form each economic settling to 
present each category, the countries are Saudi arabia, Algeria, Jordan and Libya. 
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2.3.1 Data preprocessing  

The collected data needs preprocessing for the VAR model. The variables to be entered include 
the total fossil fuel subsidy as a percentage of GDP (S/GDP) and renewable energy consumption as 
a percentage of total final energy consumption (REN%). These metrics help examine the impact of 
fossil fuel subsidies on renewable energy adoption across different economic settings. The total 
fossil fuel subsidy as a percentage of GDP is calculated using the formulas: 

𝑻𝒐𝒕𝒂𝒍 𝑭𝒐𝒔𝒔𝒊𝒍 𝑭𝒖𝒆𝒍 𝑺𝒖𝒃𝒔𝒊𝒅𝒚 = 𝑷𝑷𝑺 + 𝑵𝑮𝑺 + 𝑬𝑺    ___ Equation 1 

𝑺/𝑮𝑫𝑷 = (
𝑻𝒐𝒕𝒂𝒍 𝑭𝒐𝒔𝒔𝒊𝒍 𝑭𝒖𝒆𝒍 𝑺𝒖𝒃𝒔𝒊𝒅𝒚

𝑮𝑫𝑷
∗ 𝟏𝟎𝟎 %   ___  Equation 2 

To measure renewable energy adoption, we calculate renewable energy consumption as a 
percentage of total final energy consumption using the formula:  

𝑹𝑬𝑵% = (
𝑹𝑬𝑪

𝑻𝑬𝑭𝑪
∗ 𝟏𝟎𝟎 %   _____ Equation 3 

2.3.2 Vector Autoregression (VAR) Models  

This study uses a Vector Autoregression (VAR) model to analyze the relationship between fuel 
subsidies (S/GDP) and renewable energy consumption (REN%) in Arab countries. Unlike traditional 
regression models, VAR captures complex, time-dependent interactions between multiple 
variables. The study uses a Fixed Effects Vector Autoregression (FE-VAR) model with one lag to 
capture temporal interactions. FE-VAR accounts for unobserved country-specific effects and 
lagged effects. The model is represented as: 

𝑹𝑬𝑵%_𝒊𝒕 =  𝜶_𝒊 +  𝜷_𝟏 ∗  𝑺/𝑮𝑫𝑷_(𝒊, 𝒕 − 𝟏) +  𝜸′ 𝑿_𝒊𝒕 +  𝜺_𝒊𝒕   _____ Equation 4  

where: 

REN%_it is the renewable energy consumption as a percentage of TFE in country i at time t. 
α_i is the country-specific fixed effect, capturing unobserved factors specific to each country. 
β_1 is the coefficient representing the effect of lagged fuel subsidies (S/GDP_(i,t-1)) on current 
renewable energy consumption in country i. 
X_it is a vector of additional control variables (e.g., GDP per capita, trade openness, energy prices) 
relevant to both S/GDP and REN% in country i at time t. 
γ' is a vector of coefficients associated with the control variables. 
ε_it is the error term. 

3. Results and Discussion 

3.1 the properties of the VAR model 

Table 1 summarizes the properties of the VAR model, a first-order vector autoregression with 
exogenous variables (VARX(1)), considering one lag of the endogenous variables (S/GDP and REN%) 
and including four additional predictors. The constants differ significantly, suggesting a higher 
natural growth rate for renewable energy consumption (REN%). The 2×2 autoregressive matrix at 
lag [1] shows the influence of each variable on itself and each other in the previous period. No linear 
time trend component exists after accounting for other factors. The 2×4 Beta matrix relates to 
exogenous predictors, indicating other economic variables or policy instruments affecting the 
relationship between fuel subsidies and renewable energy consumption. The Covariance matrix 
provides information on how model errors are correlated between the two equations. 

Table 01 : the results for the properties of the VAR model 

Description AR-Stationary 2-Dimensional VARX(1) Model with 4 Predictors 

Series Names S/GDP" " REN% 

NumSeries 2 

P 1 

Constant [-0.0201329 0.537166]' 

AR {2×2 matrix} at lag [1] 
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Trend [2×1 vector of zeros] 

Beta [2×4 matrix] 

Covariance [2×2 matrix] 

  

3.1.1 Economic interpretation of the model properties  

For the economic interpretation of IRFs, the negative response for S/GDP suggests a short-term 
negative effect on itself following an unexpected increase, indicating an overshooting correction or 
reversion to mean behavior. This reaction could be due to budgetary restraints or automatic 
stabilizers counteracting the increase. The positive response of REN% to a shock implies continued 
or amplified short-term increases in renewable energy consumption, likely due to technological 
adoption patterns, where initial investments lead to further increases due to decreasing costs, 
improved efficiency, or regulatory feedback promoting further adoption. 

3.2 impulse responses for S/SDG and REN% 

 

                              A                                              B 

Figure 1. Impulse response functions. (a) Impulse responses for S/GDP showing the initial 
increase and subsequent stabilization following a positive shock; (b) Impulse responses for REN% 
indicating a sharp initial increase and rapid stabilization after the shock. 
 
The impulse responses for S/GDP and REN% to a one standard deviation shock over 10 periods show 
a negative immediate response for S/GDP, stabilizing quickly, suggesting a return to equilibrium. 
REN% shows a sharp initial increase, indicating a strong positive immediate effect, which also 
stabilizes quickly, suggesting the shock's short-lived influence. 

3.2.1 Economic interpretation of the impulse responses 

A negative response in S/GDP to its own shock suggests corrective mechanisms or policy 
reactions to reduce subsidies following an increase. The positive response in REN% to a shock 
indicates that increased renewable energy consumption is self-reinforcing in the short term, likely 
due to complementary investments or policy feedback mechanisms supporting further growth. 

3.3 AR matrix of the VAR model 

Table 02 : AR matrix of the VAR model  

 S/GDP(t-1) REN%(t-1) 

S/GDP -0.1979 -0.0034 

REN% 3.2165   -0.1717 

 

Table 2 presents the AR matrix of the VAR model, quantifying the influence of each endogenous 
variable's past value on the current value of both endogenous variables. The negative coefficient (-
0.1979) for S/GDP indicates a mean-reverting process. The very small negative coefficient (-0.0034) 
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for REN% on S/GDP suggests an economically insignificant effect. The large positive coefficient 
(3.2165) for S/GDP on REN% indicates that higher past fuel subsidies are associated with increased 
current renewable energy consumption. The negative coefficient (-0.1717) for REN% on REN% 
suggests a mean-reverting behavior for renewable energy consumption. 

3.3.1 Economic Interpretation of the AR Matrix Coefficients: 

For the economic interpretation of the AR Matrix Coefficients, the negative coefficient for 
S/GDP on S/GDP (-0.1979) suggests a mean-reverting tendency, where higher subsidies in one 
period tend to decrease in the next, reflecting fiscal adjustments to avoid prolonged high subsidies. 
The very small negative coefficient for REN% on S/GDP (-0.0034) indicates minimal direct impact of 
renewable energy consumption on fuel subsidies, suggesting that increases in renewable energy do 
not significantly affect subsidy levels. The large positive coefficient for S/GDP on REN% (3.2165) 
indicates a significant positive relationship between past fuel subsidies and current renewable 
energy consumption, suggesting that higher past subsidies are associated with increased renewable 
energy use. This may occur if subsidies are part of a broader policy promoting both conventional 
and renewable energy, or if subsidies indirectly support renewables through lower energy costs for 
consumers, freeing resources for investment. Lastly, the negative coefficient for REN% on REN% (-
0.1717) suggests that renewable energy consumption also reverts to the mean, where high 
consumption in one period tends to decrease in the next, possibly due to capacity constraints or 
external factors like weather affecting renewable output. 

3.3.2 Broader Economic Implications 

The coefficients reflect the interplay between fiscal policies (subsidies) and energy policies 
(renewables). The mean-reverting nature of both S/GDP and REN% suggests these policies are 
reactive, adjusting to economic conditions, budget reviews, and oil prices. The mean-reverting 
tendency of REN% indicates challenges in sustaining renewable energy growth due to economic 
cycles, technological constraints, infrastructure limitations, or policy inconsistency. 

The positive impact of past fuel subsidies on current renewable energy consumption may seem 
counterintuitive, as subsidies typically make fossil fuels cheaper and renewable energy less 
competitive. However, subsidies may support economic stability, indirectly benefiting renewables 
or being part of broader policies supporting energy diversification. 

The results indicate that the energy transition in these countries is complex. Reducing subsidies 
alone may not immediately increase renewable energy consumption if the sector is unprepared for 
increased demand or if consumers do not respond to price changes. Policymakers should consider 
these dynamics, recognizing that simply reducing S/GDP may be insufficient. Comprehensive 
strategies should address subsidy levels and direct support for renewable energy. 

3.4 The Beta Matrix 

Table 03  Beta coefficients from VARX model 

 Saudi Arabia Algeria Jordan Libya 

S/GDP 0.0361 0  0.0418 0.0159 

REN% -0.5476 0 -0.8324 -0.5213 

 

The Beta coefficients from the VARX model, shown in Table 3, reflect the impact of the exogenous 
variables (country dummies) on the endogenous variables. For S/GDP, an increase in S/GDP is 
associated with Saudi Arabia by 0.0361 units, indicating that the subsidies as a percentage of GDP 
are expected to be higher by this amount compared to the baseline. Similarly, for Jordan, the model 
suggests an increase in S/GDP by 0.0418 units compared to the baseline. For Libya, the increase in 
S/GDP is expected to be 0.0159 units compared to the baseline. The coefficient for Algeria is zero 
for both S/GDP and REN%, suggesting two possibilities: Algeria could be serving as the baseline or 
reference category, meaning the coefficients for other countries represent the difference in the 
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respective variable's mean value when compared to Algeria, or the coefficients for Algeria are not 
statistically different from zero, indicating that the data for Algeria does not show a statistically 
significant deviation from the overall mean of the sample for either S/GDP or REN%. 

The positive coefficient for S/GDP suggests that Saudi Arabia has a higher level of fuel subsidies as 
a percentage of GDP, while the negative coefficient for REN% indicates lower renewable energy 
consumption compared to Algeria. Similarly, Jordan shows a higher level of fuel subsidies but 
significantly lower renewable energy consumption, indicating potential room for growth or policy 
focus on renewables. Libya, with a smaller positive coefficient for S/GDP, also exhibits lower 
renewable energy consumption compared to Algeria. These coefficients reflect different levels of 
government support for fuel consumption, likely related to each country's economic reliance on 
fossil fuels. The negative coefficients for REN% suggest that renewable energy development is less 
advanced in these countries relative to their total energy consumption. It is important to note that 
these coefficients provide insights into relative differences but do not explain the underlying 
causes. For example, Saudi Arabia's negative coefficient for REN% may reflect its economic 
structure and the current stage of renewable energy development rather than a lack of 
commitment to renewable energy. Similarly, Jordan's and Libya's lower renewable energy 
consumption may be due to various economic, geographical, or policy factors. 
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Abstract: This study presents a pre-design analysis for integrating a 1 MW solar power station with 

a Pumped Hydro Energy Storage (PHES) system at Wadi Mujib Dam, Jordan. The project aims to 

assess the feasibility of storing excess solar energy to enhance grid reliability and manage energy 

variability. The Wadi Mujib location offers suitable elevation and a natural reservoir, making it an 

ideal location for PHES. The methodology includes simulation-based energy analysis using Python 

and PVSyst, examining the efficiency of power generation and energy storage. The economic 

feasibility is evaluated based on capital costs, operational expenses, and expected revenue generation. 

Initial findings suggest that integrating a PHES system at Wadi Mujib can significantly enhance 

renewable energy utilization and offer a sustainable solution to energy storage challenges in Jordan. 

Environmental and social considerations are also reviewed to ensure compliance with local 

regulations. 

Keywords: Solar energy, Pumped hydro storage, Energy storage, Feasibility analysis, Wadi Mujib 

Dam, Jordan. 

 

1. Introduction 

The increasing global demand for sustainable and renewable energy solutions has prompted the 

exploration of hybrid systems that integrate solar photovoltaic (PV) technology with energy storage 

systems. In Jordan, where the solar potential is high, but energy storage alternatives remain limited, 

integrating a solar station with Pumped Hydroelectric Energy Storage (PHES) presents a practical 

solution to ensure energy security and grid stability [1]. 

Wadi Mujib Dam, located between the Madaba and Al-Karak governorates, offers an opportunity 

to implement this technology due to its favorable topography, characterized by an elevation difference 

of 511 meters, and existing infrastructure. The dam, completed in 2004, is an RCC structure that 

provides an excellent foundation for a PHES system, leveraging its natural reservoir capacity [1]. 

Previous studies have emphasized the potential for PHES systems in Jordan, but few have 

explored the integration with solar PV systems on a large scale [4]. This study aims to assess the 

feasibility of a 1 MW solar station combined with a PHES system at the Wadi Mujib Dam. The 

proposed system will store excess energy produced during peak sunlight hours and release it during 

periods of high demand or low solar irradiance. 

The significance of this work lies in its potential to contribute to Jordan's renewable energy targets 

while addressing challenges such as intermittency and the need for reliable storage solutions. By 

exploring both technical and economic factors, this study aims to provide comprehensive 

recommendations for optimizing the design and operation of the integrated solar and PHES system, 

ultimately fostering a more resilient energy landscape for Jordan. 

 

2. Materials and Methods  

2.1 Site Specifications 

The Wadi Mujib Dam, located between the Madaba and Al-Karak governorates, provides a 

suitable setting for the PHES system. The dam, completed in 2004, is an RCC structure with rockfill 

abutments and features a height difference of 511 meters between potential upper and lower reservoirs. 

The upper reservoir is located at 707 meters above sea level, while the powerhouse is at 196 meters as 
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shown in figure (1). The horizontal distance between the two reservoirs is 2.55 km, allowing for an 

efficient design of the penstock and pump-turbine system [7]. 

 

 
 

 

 

According to the PVsyst simulation, the average solar irradiance for the site ranges between 5 

and 7 kWh/m²/day as shown in figure (2) 

 

  

 

 
Figure 2 Simulation by PVsyst 

Figure 1. The Pumped Hydro Energy Storage (PHES) system at Wadi Mujib 

Dam 
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2.2 Solar PV System Design 

The solar PV system was designed using 500 W monocrystalline panels, selected for their high 

efficiency and durability under Jordan's climatic conditions. 2,000 panels are required to achieve the 

desired 1 MW capacity as illustrated in below figure 3 and figure 4. In the pre-design phase, the solar 

panels are proposed to be installed at an optimal tilt angle of 30°, as recommended by the PVsyst 

software based on the site location, to maximize energy capture. Central inverters would convert the 

generated DC power into AC, corresponding with the local solar irradiance, which averages between 

5 and 7 kWh/m²/day [4]. 

 

 

 
Figure 3 The PV system 

  

Figure 4 System summery by PVsyst 
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2.3 Pumped Hydroelectric Energy Storage (PHES) Design 

The Pumped Hydroelectric Energy Storage (PHES) system is designed to leverage the existing 

Wadi Mujib Dam infrastructure as the lower reservoir, while a new upper reservoir will be constructed 

at an elevation of 707 meters above sea level. The powerhouse, situated near the dam at an elevation 

of 196 meters, will house the reversible pump-turbine units. This system will utilize these pump-

turbines to pump water to the upper reservoir during periods of excess solar generation and release it 

during peak demand times. 

• Key design parameters for the system involve: 

- Rated pumping head: 511 meters 

- Penstock length: 2.55 kilometers 

- Storage capacity: The system is modeled to achieve a storage capacity of 3.68 MWh/day, 

which is sufficient to store excess energy generated by the solar PV system during peak 

production periods. This design considers the volume of water in the upper reservoir and the 

energy conversion efficiency of the turbines [1,8]. 

 

 
Figure 5 The Pumped Hydroelectric Energy Storage (PHES) system 

2.4 Simulation Tools 

The design and performance of the system were simulated using Python and PVsyst to model both 

the solar energy generation and the PHES operation. Python was used to calculate the energy flow, 

water storage capacity, and pump-turbine performance. The PVsyst provided detailed energy 

production simulations for the solar PV system, considering local solar irradiance, temperature 

variations, and system losses. The simulation results were used to estimate annual energy output, 

storage efficiency, and system losses. 

 

2.5 Economic Feasibility 

The economic analysis involved calculating the capital expenditure (CAPEX), operational 

expenditure (OPEX), and projected revenue from energy sales based on current electricity tariffs in 

Jordan. A Net Present Value (NPV) analysis and an Internal Rate of Return (IRR) calculation were 

performed to assess the project's financial viability over a 25-year lifespan. Sensitivity analyses were 
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conducted to evaluate the impact of changes in CAPEX, OPEX, and energy prices on the project's 

profitability [6]. 

  

3. Results and Discussion 

3.1 Energy Production and Storage 

The technical analysis confirmed that integrating a 1 MW solar photovoltaic (PV) system with a 

Pumped Hydroelectric Energy Storage (PHES) system at Wadi Mujib Dam is feasible. PVSyst 

simulations indicated that the solar station could generate approximately 1.6 GWh of energy annually. 

Of this total, about 30% (approximately 3.8 MWh per cycle) could be stored in the PHES system during 

peak solar hours and later released when required. The PHES system, with a rated pumping head of 

511 meters and a penstock length of 2.55 kilometers, provides significant energy storage during periods 

of excess solar production. 

. 

 

3.2 Economic Feasibility 

The initial capital cost for the PHES system, which includes the construction of the upper 

reservoir, penstock, pump-turbines, and associated civil works, was estimated at $3.5 million. The cost 

for the 1 MW solar station was approximately $900,000. Annual operational costs were projected to 

be $40,000, with revenue from energy sales expected to cover these expenses within 8-10 years, leading 

to a favorable payback period. The project's Net Present Value (NPV) was positive at a discount rate 

of 5%, and the Internal Rate of Return (IRR) was calculated to be between 8-12%. The sensitivity 

analysis revealed that the project's economic viability is most sensitive to changes in capital 

expenditures (CAPEX) and electricity tariffs; a 10% increase in CAPEX would extend the payback 

period by about one year, while a 5% decrease in electricity prices would reduce the IRR by 1-2 

percentage points [6,7]. 

 

3.3 Environmental and Social Considerations 

The environmental impact of the project is minimal, as the PHES system would utilize existing dam 

infrastructure. However, potential concerns arise from the construction of the upper reservoir in a 

basalt-rich area, which may necessitate additional geotechnical analyses to mitigate any long-term 

effects. Regulatory compliance with Jordan’s energy and water authorities is essential, especially 

considering the project's proximity to a major water source. Furthermore, the project make parallel 

with Jordan’s renewable energy goals and could contribute to reducing the country's reliance on 

imported fossil fuels [6,7]. 

4. Conclusions 

The pre-design analysis and feasibility study indicate that integrating a 1 MW solar station with a 

Pumped Hydro Energy Storage (PHES) system at Wadi Mujib Dam is both technically and 

economically viable. The site's natural elevation and existing dam infrastructure make it an ideal 

candidate for energy storage, while the high solar irradiance ensures significant renewable energy 

generation. Although the initial capital cost is substantial, the long-term benefits of improved energy 

storage and grid reliability outweigh the investment. The economic analysis confirms the financial 

viability of the project, with a payback period of 7-10 years and a positive Internal Rate of Return 

(IRR). This project represents a critical step toward enhancing Jordan's renewable energy capacity and 

reducing dependency on fossil fuels. Future studies should focus on optimizing system design, 

addressing any geological challenges, and ensuring regulatory compliance. 

Funding: This research received no external funding. 
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Abstract

Obtaining the exact solution of some ordinary differential equations (ODEs) may have some mathematical
difficulties. For these equations, we prefer to solve them numerically. In this paper, we use the third-
order Euler’s numerical method to solve ordinary differential equations and compare the total absolute
error obtained by this method. We then solve the same example using the fourth-order Runge-Kutta
numerical method and found that the fourth-order Runge-Kutta method yields the smallest absolute
error.

Keywords: Ordinary Differential Equations; Numerical Methods; Runge-Kutta Method; Euler’s
Method; Error Analysis.

1 Introduction

A first-order ordinary differential equation (ODE) is a mathematical equation that relates a function
and its derivative (rate of change) with respect to a single independent variable. The general form of a
first-order ordinary differential equation is given. [1] :

dy

dx
= f(x, y) (1)

Here, dy
dx represents the derivative of the dependent variable y with respect to the independent vari-

able x, and f(x, y) is a function of both x and y.

The goal in solving a first-order ordinary differential equation is to find a function y(x) that satisfies
this equation.There are different types of first-order ordinary differential equations, and they can be clas-
sified based on their form and the method of solution. we introduce Euler’s method, a common numerical
approach used to solve ordinary differential equations. The purpose is to compare the numerical solutions
obtained using Euler’s method with those obtained using the Runge-Kutta methods. Additionally, we
will present problem of solving ordinary differential equations using the third-order Euler’s method, with
the same problem solved using the Runge-Kutta method. The main objective is to compare the results
by finding the exact solutions and calculating the absolute errors.

2 Third order Euler’s and fourth order Runge-Kutta methods

Consider the ODE y′ = f(x, y), x ∈ [a, b], y(a) = α, if we divide [a,b] into N subintervals and

defined h = b− a
N , x0 = a and xn+1 = xn + h where n = 0, 1, 2, 3, ..., N − 1. [2]

The third order Euler’s method is defined by [3–5]:

yn+1 = yn + h · f(xn, yn) +
h2

2
· f ′(xn, yn) +

h3

6
· f ′′(xn, yn) (2)

where f ′(xn, yn) = y′′(xn), f ′′(xn, yn) = y′′′(xn)
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The third Euler’s methods are obtained from the Taylar’s polynomial approximation of the soultion
function y(x) which is given by [6]:

y(x) ≈ y(x0) +
i=n∑
i=1

y(i)(x0)

n!
(x− x0)

i (3)

However, instead of directly calculating higher-order derivatives as in the Euler’s method, the Runge-
Kutta method estimates the solution by evaluating the function at several points within each interval.

The fourth-order Runge-Kutta method is defined by [7, 8]:

m1 = h.f(xn, yn) (4)

m2 = h.f

(
xn +

h

2
, yn +

1

2
m1

)
(5)

m3 = h.f

(
xn +

h

2
, yn +

1

2
m2

)
(6)

m4 = h.f (xn + h, yn +m3) (7)

Then, the solution is given by:

yn+1 = yn +
1

6
(m1 + 2m2 + 2m3 +m4) (8)

3 Analysis of Problems

Consider the following first-order linear IVP:

y′ = −y +
1

2
xe−x, y(0) = 1, x ∈ [0, 1], N = 16

Which has the exact solution:

y(x) =
1

4
e−xx2 + e−x

3.1 Third order Euler’s method

To solve this problem by the third order Euler’s method which is defined by equation (2)

where f ′(x, y) = y + e−x(
1

2
− x)

and f ′′(x, y) = −y(x) +
3e−xx

2
− 3e−x

2
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We use Mathematica to solve this problem as shown in the thesis by Almazaydeh (2024) [9], we get the
following data in Table 1:

n xi Exact yi Approximated yi Absolute Error

0 0 1. 1. 0.

1 1/16 0.94033 0.940328 0.00000249614

2 1/8 0.885944 0.88594 0.00000461689

3 3/16 0.836316 0.836309 0.00000640406

4 1/4 0.79097 0.790962 0.0000078954

5 5/16 0.749477 0.749468 0.00000912492

6 3/8 0.711452 0.711442 0.0000101233

7 7/16 0.676544 0.676533 0.000010918

8 1/2 0.644439 0.644427 0.0000115339

9 9/16 0.614854 0.614842 0.0000119932

10 5/8 0.587533 0.587521 0.0000123159

11 11/16 0.562248 0.562236 0.0000125198

12 3/4 0.538793 0.53878 0.0000126209

13 13/16 0.516983 0.51697 0.0000126335

14 7/8 0.496652 0.496639 0.0000125703

15 15/16 0.477652 0.477639 0.0000124427

16 1 0.459849 0.459837 0.0000122607

Total Abs Error= 0.00016247

Table 1: The obtained results of IVP , 3rdEuler’s

graph 1: IVP , 3rdEuler’s method
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3.2 The fourth order Runge-Kutta method

To solve this problem by the fourth order Runge-Kutta method which is defined by equation(8).
We use Mathematica , we get the followiong data in Table 2:

n xi Exact yi Approximated yi Absolute Error

0 0 1. 1. 0.

1 1/16 0.94033 0.94033 1.10498×10−8

2 1/8 0.885944 0.885944 2.03376×10−8

3 3/16 0.836316 0.836316 2.80756×10−8

4 1/4 0.79097 0.79097 3.44534×10−8

5 5/16 0.749477 0.749477 3.96406×10−8

6 3/8 0.711452 0.711452 4.37882×10−8

7 7/16 0.676544 0.676544 4.7031×10−8

8 1/2 0.644439 0.644439 4.94889×10−8

9 9/16 0.614854 0.614854 5.12684×10−8

10 5/8 0.587533 0.587533 5.2464×10−8

11 11/16 0.562248 0.562248 5.31596×10−8

12 3/4 0.538793 0.538793 5.34291×10−8

13 13/16 0.516983 0.516983 5.33379×10−8

14 7/8 0.496652 0.496652 5.29436×10−8

15 15/16 0.477652 0.477652 5.22968×10−8

16 1 0.459849 0.459849 5.14419×10−8

Total Abs Error= 6.94206 ×10−7

Table 2: The obtained results of IVP , 4thR-K method

graph 2: IVP, 4thR-K method
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The following table shows the total absolute errors obtained by solving IVP by the third order Euler’s
method and the fourth order Runge-Kutta method.

Method 3rdEuler’s 4th R-K

Total Abs error 0.00016247 6.94206 ×10−7

Table 3: 3rdEuler’s and 4thR-K method

This table shows that fourth-order Runge-Kutta method. gives as total absolute error less than
the total absolute error obtained by third order Euler’s method.

4 Conclusion

In this paper, we obtained the following conclusions regarding the numerical solutions of ordinary differ-
ential equations:

1. The third-order Euler’s method gives the best approximation among the first and second-order
Euler’s methods. This conclusion is found because, by this method, we considered the first three
terms of Taylor’s polynomial expansion for the solution of the differential equation instead of the
first term and the second term used in the first and second-order Euler’s methods, respectively.

2. The Runge-Kutta method is significantly better than the third-order Euler’s method in achieving
more accurate numerical solutions for differential equations. The Runge-Kutta method has the
following advantages:

• High Accuracy: The Runge-Kutta method provides more accurate solutions by using a set of
intermediate points in each step, enhancing accuracy compared to other methods.

• Stability: The Runge-Kutta method offers better stability in solving differential equations,
making it less susceptible to stability issues.

• Flexibility: The Runge-Kutta method can be applied flexibly to various types of differential
equations, making it suitable for a wide range of problems.

• Efficiency in Error Handling: The Runge-Kutta method reduces the impact of accumulated
errors that may occur in less accurate methods, making it more efficient in obtaining precise
solutions over the long term.

3. The Runge-Kutta method is much better than the third-order Euler’s method in obtaining more
accurate numerical solutions for differential equations. Therefore, to solve ordinary differential
equations numerically, we recommend the Runge-Kutta approximation solution.
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Abstract: This paper presents the comprehensive design of mechanical systems for the Hayat Mall, 
a large-scale commercial building currently under construction in Hebron, spanning eighteen floors 
and 68,191 square meters. The project focuses on optimizing HVAC, water supply, drainage, and 
firefighting systems to ensure a sustainable and efficient operation that meets the comfort needs of 
occupants. Using software such as Revit, Elite, and AutoCAD, the project covers thermal load 
calculations, material selection, and system design. The results indicate a significant reduction in 
energy consumption through modern HVAC solutions and compliance with safety and environmental 
standards for drainage and firefighting systems. The conclusions underscore the importance of 
integrated systems in achieving operational efficiency in commercial buildings. 

Keywords: Mechanical Systems Design; HVAC; Firefighting Systems; Energy Efficiency; Revit 
Modeling. 

 

1. Introduction 

The advancement of mechanical systems in building design has become increasingly crucial in 
enhancing human comfort and ensuring energy efficiency. As construction technologies evolve, 
integrating cutting-edge HVAC, water management, and firefighting systems has gained prominence. 
The Hayat Mall in Hebron, an extensive commercial structure currently under construction, 
exemplifies the need for sophisticated mechanical system designs that align with modern standards. 
This study focuses on the design and optimization of these systems for Hayat Mall, highlighting their 
significance in creating a sustainable and comfortable environment. 

Historically, engineers have made significant strides in improving mechanical systems, driven by 
the dual goals of enhancing comfort and adapting to new technological advancements [1]. Recent 
research emphasizes the importance of integrating innovative HVAC solutions and advanced materials 
to achieve these objectives [2,3]. Despite these advancements, debates persist over the most effective 
methods for system integration and energy efficiency [4]. This project aims to address these challenges 
by providing a comprehensive analysis of the mall's thermal loads and selecting appropriate systems 
for HVAC, water supply, drainage, and firefighting. 

The significance of this work lies in its potential to set benchmarks for future large-scale projects 
by optimizing mechanical systems in line with current best practices. The principal aim is to ensure 
that Hayat Mall achieves optimal performance and user comfort through well-designed and efficiently 
implemented systems. The study will offer valuable insights into the practical application of advanced 
mechanical systems, contributing to the broader field of building design and engineering. 

. 
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2. Materials and Methods

This section outlines the materials, tools, and methodologies used in the design and modeling of 
mechanical systems for the Hayat Mall project. Detailed descriptions are provided to enable 
replication and further research. 

2.1 Materials 

1. Software Tools:

o Autodesk Revit: Utilized for Building Information Modeling (BIM). Revit was used
to create detailed 3D models of the mechanical systems. Revit’s bi-directional
associativity ensured that changes in one aspect of the design were automatically
updated across related components [3].

o Elite Fire: Employed for hydraulic calculations related to fire protection systems.
This software provided estimates for sprinkler head requirements, optimal pipe sizes,
and performed peaking analyses for various sprinkler systems [4].

o AutoCAD: Used for generating detailed 2D schematics and drawings of the
mechanical systems.

2. Data Sources:

o Building Specifications: Provided by the project’s architectural and structural design
teams. Specifications included detailed layouts and dimensions of the Hayat Mall
structure.

o Thermal Load Calculations: Based on the building's architectural plans, local climate
data, and expected occupancy levels.

2.2 Methods 

1. Design and Modeling:

o HVAC System Design: The HVAC system was designed for all eighteen floors of
the mall. The design process involved calculating the thermal loads for each floor
and selecting appropriate HVAC equipment. Key parameters such as airflow rates,
temperature control, and energy efficiency were optimized.

o Domestic Water System and Drainage: The design included the domestic water
system, sewage, and drainage systems. The pipe grid was designed considering the
building's layout and expected water demand. Revit was used to model these systems
and integrate them with the overall building design as shown in figure 1(b).

o Firefighting System Design: The firefighting system was designed using Elite Fire to
ensure compliance with the National Fire Protection Association (NFPA 13)
standards. This included hydraulic calculations, sprinkler head placement, and
system optimization as shown in figure 1(a).
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2. Preparation of Drawings:

o Detailed technical drawings were prepared using AutoCAD. These included
schematics for HVAC, water supply, drainage, and firefighting systems, ensuring all
components were accurately represented and integrated.

3. Equipment and Material Selection:

o HVAC Equipment: Selection was based on performance criteria, energy efficiency,
and compatibility with the building’s design.

o Plumbing and Drainage Components: Chosen for their durability, efficiency, and
compliance with local building codes.

o Firefighting Equipment: Selected based on NFPA standards and the specific
requirements of the Hayat Mall.

2.3 Data Availability 

All design models, drawings, and calculations will be made available upon publication. Data 
associated with the project is stored in a secure database and will be shared with readers as per the 
publication’s guidelines. Accession numbers for any publicly deposited datasets will be provided 
prior to publication. 

2.4 Ethical Considerations 

The project does not involve human or animal subjects, so no ethical approval was required. The 
design and modeling activities adhered to industry standards and ethical practices in engineering. 

2.5 Restrictions 

There are no restrictions on the availability of materials or information related to this study. All data 
and protocols will be accessible to readers to facilitate replication and further research. 

3. Results and Discussion

This section provides a concise description of the experimental results, their interpretation, and
the conclusions drawn from the study 
. 
3.1 HVAC System Performance 
The HVAC system was optimized for energy efficiency and thermal comfort across all floors of 
the Hayat Mall. 

3.1.1 Energy Efficiency 
 The Variable Refrigerant Flow (VRF) system led to a 20% reduction in energy consumption

compared to traditional systems.
 Improved insulation and efficient ductwork minimized thermal losses.
 Smart thermostats enhanced temperature control and reduced unnecessary energy use.
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3.2 Water and Drainage Systems 
The domestic water and drainage systems were designed to meet the building's high demand 
effectively. 
 The use of high-efficiency plumbing fixtures reduced water consumption by 15%.
 The drainage system was optimized to prevent blockages and ensure smooth operation.
3.3 Firefighting System Design
The firefighting system was designed in compliance with NFPA standards.

1. Hydraulic calculations ensured optimal sprinkler head placement.
2. The system was tested for peak performance under various conditions.
3. Compliance with NFPA 13 was confirmed through rigorous testing.
3.4 Interpretation of Results
The integration of these systems resulted in:
 Enhanced overall building performance and sustainability.
 A significant improvement in occupant comfort and safety.
 Reduced operational costs due to increased system efficiency.

3.2. Figures, Tables and Schemes 

(a) (b) 

Figure 1.  (a) the distribution of firefighting cabinet in the project; 

(b) sample of plumbing unite in the

4. Conclusions:

The integration of advanced mechanical systems in Hayat Mall sets a benchmark for future 
developments. The use of BIM and VRF technology enhances design accuracy and energy 
efficiency. 
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Abstract: The level of Wildfire plays a critical role in recent years. the Detection of wildfires will be 

useful in avoiding their significant effects on agricultural activities and crop productivity due to soil 

dryness and the burning of crops in the fire-affected areas. Moreover, the primary purpose of this 

work is to enhance the use of deep learning methods to analyze and understand Wildfire. This paper 

presents a method for integrating data from wildfire UAVs with wildfire data from Jordan, focusing 

on image analysis through the VGG16 model. The approach involves employing Convolutional 

Neural Networks (CNNs) and deep learning techniques to accurately detect wildfires. The result 

showed that the system can classify Wildfire in approximately 98.05% of the 1,902 datasets. This 

contributes to advancements in algorithmic efficiency, computational infrastructure, and the 

scalability of climate modeling and analysis.   

Keywords: Wildfire; Deep learning; CNN; VGG16 

1. Introduction

Climate change poses significant challenges to our environment, ecosystems, and human society. 

In recent years, the emergence of machine learning (ML) and deep learning (DL) techniques has 

provided powerful tools for analyzing complex data and making predictions [1]. Climate change is one 

of the biggest long-term challenges facing the world nowadays due to global warming and subsequent 

sea level rise, droughts, floods, and the earth's ecosystem damage.  Data are often collected to predict 

extreme weather conditions to guard against sudden floods and loss of agricultural land, properties, 

and people's lives in addition to havoc in travel and transportation systems.   

In recent years, wildfires have been increasingly larger. As per the World Wildlife Fund (WWF) 

report in April 2020, global forest fire alerts rose by 13% compared to the previous year. this increase 

is due to high temperatures and dry weather resulting from climate change, as well as human negligence 

[2]. Experts predict a rise in wildfires in the coming years primarily due to the effects of climate 

change[3]. wildfires continue to cause widespread devastation globally, often resulting in loss of 

human lives[4]. They negatively affect agricultural activities and crop productivity due to soil dryness 

and the burning of crops in the vicinity of the fire-affected areas. 

Emphasizes that wildfires in eastern Bolivia have become a big threat to historical landmarks and 

culture in the region. These fires, which are more and more spreading, put at risk historically crucial 

areas, including antiques and historical objects belonging to ancient civilizations. The Bolivian 

government facing a big challenge in managing these fires, aggravated by hard climatic conditions. 

Additionally, irresponsible human activities, like agricultural deforestation, contribute to these fires'  

spread. Environmental organizations call for fast action to protect this cultural area and history from 

destruction, focusing on the need for international cooperation to produce technical and financial 

support to reduce this damage.1 

 Traditional methods of wildfire detection based on human observation from lookout towers, 

which are limited by spatial and temporal constraints, it is inefficient [5]. 

1 https://www.youtube.com/watch?v=1OQiC-ogebM 

144



 The deep learning application in wildfire prediction has the potential to ramp up the ability to 

monitor, detect, and respond to wildfires in a more effective[6]. the model deep learning, such as neural 

networks, has the capability to analyze diverse datasets such as weather data and satellite imagery to 

improve accuracy, precision, and early warning capabilities[7]. 

With developed research, and integration into decision support systems, play models of deep 

learning can important role in reliving the devastating effects of wildfires. They enable a better 

understanding of wildfire predict fire spread patterns and, behavior, and impact on ecosystems and 

communities. 

These advancements can contribute to minimizing the impact of wildfires, enhancing public 

safety, and informing evidence-based wildfire management strategies. With further research, 

development, and integration into decision support systems, deep learning models can play a crucial 

role in mitigating the devastating effects of wildfires, protecting ecosystems, and ensuring the well-

being of communities in fire-prone regions. 

2. Materials and Methods

   This section presents a method for integrating data from wildfire UAVs with wildfire data from 

Jordan, with a focus on image analysis through the VGG16 model. The approach involves employing 

Convolutional Neural Networks (CNNs) and deep learning techniques to accurately detect wildfires.  

2.1   Dataset 

Data collection for wildfire detection involves the collection of relevant datasets that provide 

information about different factors that influence fire occurrence and behavior. Unmanned Aerial 

Vehicles (UAVs) provide high-resolution imagery and fire detection capabilities. The Fire Detection 

and Characterization Algorithm dataset contains fire pixel information, fire temperature, and other 

relevant parameters. 

The data was collected using two methods: the first involved UAVs available in Kaggle, and the 

second was manual data collection on fires in regions of Jordan. The total number of datasets was 

1,902, divided into 1,834 for training and 68 for testing. 

2.2   Convolutional Neural Networks (CNNs) 

The choice of the model is critical and depends on the specific requirements of the wildfire 

detection tasks and the characteristics of the available data. Convolutional Neural Networks (CNNs) 

are designed to process data and they are a type of deep learning model highly effective for image 

analysis especially effective in analyzing spatial that has been widely used for different tasks in 

computer vision, including object detection, image classification, and segmentation. 

2.2.1 Using VGG16 for Wildfire Detection 

VGG16 is a widely-used CNN architecture known for its depth and simplicity, featuring 16 layers, 

consisting of 13 convolutional layers and 3 fully connected layers. It’s particularly powerful for image 

classification tasks to used as a feature extraction, enabling the identification of important visual 

patterns that are relevant to wildfire detection. Figure 1 illustrates the architecture of VGG16. 
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Figure 1. The architecture of VGG16 

In this model, layers are imported from tensorflow.keras, and created model as a Sequential 

model to analyze and process image data, making it fit for classification tasks of detecting fire.It 

contains two convolutional layers: the first applies layers.Conv2D(32, (3, 3) to the input image, which 

has a input_shape=(150, 150, 3) with 3 color channels (RGB) and ReLU activation. 

while the second layer increases the filters to layers. Conv2D (64, (3, 3), activation='relu') ,  

allowing for deeper feature extraction. Both layers are followed by layers. MaxPooling2D (2, 2) is 

applied to reduce the spatial dimensions, helping the model to focus on the most key features.  After 

these, the model uses layers.Flatten() to convert layer 2D matrix into a 1D vector. 

which is then passed through two fully connected layers. The final layer uses a sigmoid activation 

function to output a binary prediction. 

3. Results and Discussion

Using performance measures to calculate model accuracy is an important step that helps analyse, 

understand and train the model. Using appropriate metrics for the model based on the nature of the data 

should be taken into account to avoid false negatives and false positives that may cause significant 

harm.  

3.1. CNN Classification 

CNN's model structure discussed in the previous section is implemented on the 1,902 datasets to 

extract features. shows Figure 2 validation and training loss to know the model's suitability for data. 

The validation loss of the model's suitability for new data, and the training loss indicate the model's 

suitability for training data, shows the good suitability of the proposed model and stabilizes at a certain 

point, to reach the optimal point (good fit), Where the model shows that does not underfitting or 

overfitting.  

The results of the CNN model for the data sets are shown to classify test data and measure Detection 

accuracy. The result showed that the system can classify Wildfire in approximately 98.05% of the 1,902 

datasets. 
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Figure 2. CNN model accuracy on training and validation 

This paper shows a confusion matrix for binary classification, for classifying fire and non-fire images. 

It sets the total number of samples for each class (fire and non-fire) in the training set to 1001. Figure 3 

displays the confusion matrix, where each matrix element is displayed as a colored block, with the identical 

count shown as text inside the block.  

 Correctly classified fire images (1000)

 Misclassified fire images (1)

 Misclassified non-fire images (1)

 Correctly classified non-fire images (1000)

Figure 3. Confusion Matrix 

To evaluate the model's performance, we quantified the number of misclassified images in each class. 

Specifically, Figure 4 represents the number of fire images that were incorrectly classified as non-fire 

while Figure 5 refers to the number of fire images that were incorrectly classified as fire These figures 

help a deeper understanding of the distribution of the model's errors between the classes. 
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Figure 4. Number of fire images that were misclassified 

Figure 5. Number of non-fire images that were misclassified. 

4. Conclusions

This paper aims to improve the use of deep learning techniques to analyze better wildfires. The 

paper offers a method that combines data from UAV wildfires with wildfire data from Jordan and 

focuses on image analysis through the VGG16 model. By using Convolutional Neural Networks 

(CNNs) and advanced deep learning methods, the system can detect wildfires with an accuracy of 

approximately 98.05% across 1,902 datasets. 
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Abstract: Energy harvesting devices are gaining popularity due to their potential as a clean and 

sustainable energy source. Low-power systems may function in remote locations without the need for 

battery replacement or other related maintenance once raindrop impact energy can be captured. The 

primary factor that renders conventional raindrop energy harvesters (REH) ineffective or impractical 

is their inadequate power output. To overcome this limitation, a bioinspired surface copying snake 

scale, created by using the kirigami tool is proposed in this research. The bioinspired surface acts as 

a membrane that can enhance the electricity production of REH by transferring more stretchability 

and stress deformation to the piezoelectric (PVDF). When the substrate was subjected to raindrop 

pressure, the power enhancement indicated by the transferred stress deformation to the PVDF of the 

bioinspired surface was examined and contrasted with its corresponding conventional harvester 

involving a plain surface. In this study, utilization of the fractal cut kirigami method to create cutting 

membrane level 2, level 3 alpha (α), and level 3 beta (β) patterns is conducted in this research. The 

level of the pattern indicates the density of the cutting. From the experiment, obtained that the level 

3 alpha which also mentioned as kirigami type B can provide better performance with 0.0558 V at 

the maximum distance of the burette to the harvester surface (40 cm) which is almost 3 times better 

than the plain membrane. The whole kirigami will be combined together with the sequence kirigami 

C+B+A to give more stretchability. The result is that combination can perform better which can 

supply energy 0.001578 V/s to the capacitor and requires 79.2 seconds to flash bulb. This research 

will provide insight that the electricity generated by the piezoelectric raindrop energy harvester 

(PREH) system can be enhanced and used in regions with high rainfall intensity for different public 

facilities such as tents, umbrellas, awnings, temporary roofs, coverings, and tarps to provide power 

for sensing, lighting, signage, digital displays, etc. 

Keywords: Raindrop Energy Harvester, Piezoelectric, Kirigami, Fractal Cut Pattern, Stretchability 

1. Introduction 

The availability of energy is a major problem faced by human life nowadays. The rapid increase 

in population growth coupled with the demand for increased energy-based services has made the 

energy condition getting worse. Moreover, Indonesia as the 4th largest population (278 million people) 

in the world has encountered the same issue [1]. According to the Ministry of Energy and Mineral 

Resources report, Indonesia's per capita electricity consumption in 2022 reached 1,173 kWh/capita. 

This consumption level increased by around 4% compared to 2021 (year-on-year) becoming the new 

highest record in the last five decades [2]. As one of many solutions, the implementation of energy 

harvesting is one of the suggested solutions to overcome energy availability issues in Indonesia. 

Piezoelectric is a smart material and energy provider at a micro-level that will be considered to convert 

the vibrations caused by raindrops' kinetic energy into electricity through a direct piezoelectric effect 

as shown in Figure 1. 

 
Figure 1. Direct Piezoelectric Effect [3]. 
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Using the piezoelectric effect, most of the proposed raindrop harvesters directly take advantage 

of the bending strain of beams or membranes struck by raindrops to produce electrical energy [4]. 

However, due to the low-frequency kinetic energy of raindrops, efficient energy collecting is a major 

challenge. One of the methods to counter the conversion efficiency issue of raindrop energy harnessing 

is by employing bioinspired designs that are usually arranged in a repeating pattern to augment better 

functionalities of piezoelectric material such as energy absorption, sensitivity, and stretchability. In 

this research, bioinspired designs in the form of biological surfaces have been employed as conversion 

media to substitute natural materials for developing high-performance piezoelectric energy harvesting. 

2. Materials and Methods

2.1 Design of Raindrop Energy Harvester

In this research, the energy harvester was composed of three main components: the substrate, the 

membrane, and the piezoelectric element. The substrate is the component that will be exposed to the 

force of raindrops from the backside and is sequentially attached by the bioinspired membrane and 

piezo-element from the front side. The thin layer of substrate bonded to the membrane acts as a 

diaphragm film to prevent any direct pressure penetration to the piezo-element from the backside of 

the sensor [5]. Soft Polylactic Acid (PLA) material was selected as the material for the substrate and 

bioinspired membrane. The design of the raindrop energy harvester which contains PVDF as the 

electricity generator has been shown in Figure 2. 

Figure 2. Design of raindrop energy harvester 

The substrate, membrane, and PVDF will be supported by a structure made of PLA material. The 

structure consists of two parts: the bottom and upper holder as shown in Figure 3. This structure aims 

to lock and clamp the substrate, bioinspired membrane, and PVDF together which is placed in the 

middle so that when the substrate is exposed to the force of raindrops, the components remain in their 

position. 

Figure 3. Design of supporting structure 

Then, three distinctive biaxial kirigami patterns were exploited to develop the next generation of 

highly stretchable bioinspired membranes for the sensitivity enhancement of diaphragm-based 

raindrop pressure sensors. To attain this objective, these three bioinspired membranes, drawing 

inspiration from snake scale patterns were employed and developed referencing a previously existing 

design by Farhangdoust et al [6] to analyze the raindrop pressure sensors through experimental 

techniques. Additionally, a plain membrane was also tested to facilitate a comparison between the 

patterned membrane and the unpatterned one. The illustration of the bioinspired membrane designs is 

depicted in Figure 4 below. 

Substrate: Polylactic Acid (PLA) 

Membrane: Polylactic Acid (PLA) 

Piezoelectric: Polyvinylidene fluoride (PVDF) 

Upper Holder: Polylactic Acid (PLA) 

Substrate 

Bottom Holder: Polylactic Acid (PLA) 
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Figure 4. Developed snake-scale bioinspired membrane by referring to previous research [5] (a) 

Plain membrane (b) Developed pattern level 2 (kirigami type A) (c) Developed pattern level 3 alpha 

(α) (kirigami type B) (d) Developed pattern level 3 beta (β) (kirigami type C) (e) A fractal cut 

kirigami pattern [7]

The pattern density and motif of those developed membranes imitate the density level and cutting 

shape of the fractal cut kirigami technique as illustrated in Figure 4 (e). The developed membrane 

designs reveal that kirigami Types A and B incorporate the α-motif hinges, while kirigami Type C 

utilizes the β-motif hinges. The choice of these distinct hinge motifs is intentional, as they impart 

different mechanical properties and deformation behaviours to the membranes which affect generated 

electrical energy by the PVDF.  

2.3 Experimental Setup 

The experimental setup was carefully designed to simulate real conditions while maintaining a 

controlled environment for testing the raindrop energy harvester. Key components of the setup include 

a burette system, a fabricated raindrop energy harvester, various measurement devices using an 

oscilloscope for data collection, and an electrical circuit for storing energy. The experimental setup for 

generating an electric voltage from a raindrop energy harvester device is shown in Figure 5. 

(a) (b) 

Figure 5. (a) The experimental setup of raindrop energy harvesting (b) Experiment to replicate the 

raindrops by using a burette 

The voltage measurement in this experiment was acquired through the utilization of an 

oscilloscope Tektronix TDS 1002C-EDU, a sophisticated electronic device designed for precise and 

accurate visualization and analysis of electrical signals. In this research, the raindrops were artificially 

replicated in the laboratory using a burette, which was carefully calibrated to produce droplets of a 

consistent size and at a controlled, steady rate.  

3. Results and Discussion

3.1 Impact of Waterdrop Falling Height from Burette on Electric Potential Generation

The height from which a waterdrop falls significantly impacts the electric potential generated in 

raindrop energy harvesting systems. This effect is primarily due to the changes in the kinetic energy of 

the waterdrop as it falls [8]. As the falling height increases, the velocity of the raindrop increases due 

to gravity, leading to a higher kinetic energy upon impact. During this experiment, four proposed 

(a) (b) 

(c) (d) 

(e) 

Oscilloscope 

Electrical 

Burette 

REH 

Stand 

Burette 

Burette Clamp 

Stopcock 

Raindrop energy harvester 

Electrical Circuit 
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bioinspired membranes are attached to the energy harvester device alternately. Then, the different 

falling heights were identified at 15, 30, and 40 cm, and a detailed examination of the influence of the 

waterdrop falling height on electrical output performance was investigated, as shown in Figure 6. With 

the increase in falling height, the electric potential showed a trend of increase, aligning completely 

with the instantaneous velocity and kinetic energy changes of the water droplet on the energy harvester 

surface embedded bioinspired membrane. 

Figure 6. The electric potential of the raindrop energy harvester when varying the height of 

waterdrop falling height at 15, 30, and 40 cm and embedding (a) plain membrane (b) kirigami A 

membrane (c) kirigami B membrane (d) kirigami C membrane 

Figure 6 shows the voltage obtained from the experimental waterdrop impact tests for different 

heights of the burette and changing the bioinspired membrane attached to the raindrop energy harvester 

for each attempt. Four different types of membranes consisting of kirigami A, kirigami B, kirigami C, 

and plain membranes are tested in this experiment. Besides, the water droplet always impinges the 

central substrate (1/2 of the length) and four water droplet impacts will be measured. The voltage 

generated by each individual waterdrop (with four waterdrops used in this experiment) will be 

averaged. The comparison of the average voltage generated by each membrane type at different water 

drop heights is presented in Figure 7. 

Figure 7. The comparison chart of the generated voltage from the raindrop energy harvester at 

varying waterdrop heights of 15 cm, 30 cm, and 40 cm. 

With the increase in falling height, the electric potential showed a trend of increase, indicating a 

direct relationship between the height from which the object falls and the amount of electric potential 

generated. This trend suggests that as the gravitational potential energy of the object increases with 

greater height, it is converted more effectively into electric potential energy upon impact [9]. In natural 

contexts, raindrops travel even for tenths of meters before impacting with an object near the ground 

(c) (d) 

(b) (a) 

Kirigami C 
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and thus possess much higher kinetic energies that are very difficult to replicate in a laboratory. The 

kirigami structures (Type A, B, and C) enhance the voltage generation compared to the plain 

membrane. Among them, Type B is the most effective, likely due to its specific design features that 

better capture and convert the energy from the falling water drops. Kirigami type B leads to a higher 

voltage output in the raindrop energy harvester, generating 0.0308 V at a height of 15 cm, 0.0394 V at 

30 cm, and 0.0558 V at 40 cm. Thus, the data suggests that the structural modifications in kirigami 

membranes play a crucial role in improving energy conversion efficiency, especially for the 

implementation of kirigami type B for maximum enhancement.  

3.2 Storing the Harvested Energy to Capacitor by Imitating the Various Rainfall Rate 

This experiment explores the process of capturing and storing energy generated from varying 

rainfall rates using piezoelectric materials. The research focuses on understanding the relationship 

between rainfall rates and the corresponding energy harvested, examining how these variables affect 

the efficiency of energy storage in batteries. Various scenarios are simulated to replicate different 

rainfall intensities, analyzing the energy conversion rate and its transfer to a capacitor storage system. 

In this experiment, the height of the burette in maintained at 40 cm to the harvester surface. Then, the 

stopcock of the burette is opened gradually to give more exposing water droplets to the surface. 

Obtained irregular water droplets rate due to uncontrolled stopcock where it should be turned manually 

as shown in Table 1.  

Table 1. Water droplets rate obtained from the experiment and the conversion into droplets/rainfall 

intensity 

Droplets Rate (ml/s) Droplets Intensity (mm/h) 

0.073394 0.2642 

0.222222 0.7999 

0.25 0.9 

0.303030 1.0909 

0.333333 1.1999 

0.344828 1.2413 

0.357143 1.2857 

0.370370 1.3333 

0.421053 1.5157 

0.454545 1.6363 

0.5 1.8 

0.555556 2 

1.111111 4 

The water droplets rate in milliliter per second (ml/s) from the burette is necessary to be converted into 

rainfall intensity in millimeter per hour (mm/h). It has a purpose to accurately quantify the rate of 

precipitation in standard meteorological terms. This conversion allows for a direct comparison with 

natural rainfall measurements and ensures consistency in data analysis and reporting. For 1 millimeter 

of rain over 1 square meter is equivalent to 1 liter of water (or 1000 milliliters) [10]. Thus, the 

conversion of droplets rate in ml/s into mm/h can be stated utilizing Equation (1): 

Droplets intensity (mm/h) = Droplets rate (ml/s) × 
3600 𝑠/ℎ

1000 𝑚𝑙/𝑚𝑚
 (1) 

Based on Table 2, it can be concluded that the burette is capable of mimicking only light rain intensity, 

ranging between 2 and 4 mm/h. With a minimum intensity of 0.2642 mm/h and a maximum of 4 
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mm/h. Then, all of those droplet intensity was exposed to the combined kirigami type C+B+A to 

determine the amount of electrical energy that can be transferred to the storage using capacitor in this 

case. After testing all of the droplet rate to the energy harvester attached kirigami type C+B+A for 60 

seconds, obtained the energy transfer rate generated by the harvester as shown in Figure 8. 

Figure 8. Voltage transfer rate to the storage obtained from experimental by exposing droplets 

intensity to harvester surface 

The graph shows the relationship between droplet intensity (mm/h) and voltage transfer rate (V/s). 

The droplet intensity ranges from around 0.2642 mm/h to nearly 4 mm/h classified as light rain 

intensity due to limitation of the burette to generate more water droplets intensity. According to the 

graph, it demonstrates a clear positive correlation between droplet intensity and voltage transfer rate. 

As the droplet intensity increases, the voltage transfer rate also increases. For the maximum capability 

of burette to generate 4 mm/h intensity, the energy harvester is able to transfer 0.001578 V/s to the 

storage which means, the storage (capacitor) requires less time to be charged when the droplets 

intensity increased. In practical utilization of piezoelectric materials, it usually connects with digital 

devices that need DC voltage supply. Therefore, capacitor charging application presented in this 

research also requires full-wave bridge rectifier with coupling capacitance for smoothening DC 

voltage. In this scenario, the small yellow LED bulb requires 125 mV to 150 mV to flash. When the 

energy harvester is connected to an electrical circuit comprising a capacitor, resistor, rectifier, and bulb, 

the duration of energy transfer to the capacitor is observed, as shown in Figure 9. 

Figure 7. (left) The time required for the energy harvester to charge the capacitor to 125 mV, 

sufficient to flash the yellow LED bulb (right) The illustration shows the LED bulb flashing after 

receiving current from the charged capacitor 

From Figure 9, it shows that the efficiency of the energy transfer process improves as the voltage 

transfer rate increases. The inverse relationship indicates that faster voltage transfer results in a shorter 

time requirement, which is critical for applications requiring quick energy delivery or charging. When 

the energy harvester generates 0.001578 V/s by utilizing 4 mm/h (1.11 ml/s in burette measurement) 

water droplets produced by the burette, it can transfer energy to the capacitor in 79.2 second to reach 

125 mV. On the other hand, when the harvester produces 0.000104 V/s by utilizing 0.2642 mm/h of 

dripped water, the energy harvester is able to transfer electrical energy to the capacitor in 1200 second. 

This comparison underscores the importance of optimizing the voltage transfer rate, particularly in 

applications where time is a critical factor. By adjusting the water flow rate, the height of water 

Flashing Bulb 
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dripping to the surface, inclination of the harvester, and considering the combination and utilization of 

bioinspired membrane, the energy harvester can significantly improve the speed and efficiency of 

energy transfer, making it a versatile tool for various applications, especially those requiring rapid and 

efficient energy storage. 
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Abstract: Additive manufacturing (AM) and its applications are growing and have the potential to

revolutionize manufacturing as they can be used to create highly complex geometries with reduced 

lead, set-up, and production cycle times. In so doing, they could supplement, and potentially replace, 

traditional supply chains. However, metal AM has challenges including the availability and cost of 

powder production, the final price of the AM parts, and the quality of the part. Fused deposition 

modeling (FDM) is a low-cost AM technology due to the low equipment cost. With numerous 

parameters that affect the finished part, optimization of the parameters is conducted. The effect of the 

nozzle temperature, infill density, and sintering temperature on a  89% stainless steel 316L filament. 

Samples were printed in a hobbyist printed, then debinding and sintered in a normal atmosphere 

furnace. Results show the effect of nozzle temperature and infill density on the porosity of sintered 

samples. And the significant effect of heating rate in the debinding process on porosity. Results found 

that nozzle temperature, infill density, and heating rate affect porosity. 

Keywords: Fused deposition modeling; Additive manufacturing; SS316L; Nozzle temperature; infill 

density; Sintering 

1. Introduction

Additive manufacturing (AM) is a manufacturing process that adds material layer by layer until a 

shape is produced. AM technology has become an attractive research topic due to its low environmental 

influence, lower material waste, and ability to deal with complex geometries [1] . Fused deposition 

modeling (FDM) is a technology of additive manufacturing, which can be implemented for metal AM. 

FDM uses a standard sized filament that is a mixture of metallic powder and a binder. The binder is 

usually an easy to print thermoplastic or a mixture of multiple of thermoplastics. The thermoplastic 

holds the metallic powder to shape it. FDM is considered a low-cost technology due to the cost of 

equipment. FDM filaments can be printed on hobbyist 3D printers with minor modifications. After 

printing, the part must be debinded to remove the thermoplastic binder. Then sintered to fuse the 

metallic powder into a solid. [2] 

The current state of Fused deposition modeling for stainless steel 316L is to optimize the 

parameters of the printing, debinding, and sintering. To produce parts with the lowest percentage of 

pores and be as close as possible to fully pure stainless steel 316L. A 3D model is required before 

printing can commence which is then sliced and converted into layers for the 3D printer [3]. Printing 

has multiple parameters that can affect the quality of the final part. Printing parameters include bed 

temperature, flow rate of the filament through the nozzle, infill density, infill patterns, infill overlap, 

layer height, nozzle diameter, nozzle temperature, and print orientation. Printing bed temperature is to 

allow the adherence of the print to the bed, but excessive adherence can cause damage during removal 

[4]. Higher flow rate can increase mechanical properties, especially tensile strength, and produces 

lower porosity and smaller grains [5]. Similar results were obtained on other materials such as 17-4 PH 

steel and plastics such as ABS, PLA, and graphene reinforced PLA. Infill density determines the 

percentage of material inside the shape [6]. Higher infill density increases mechanical properties due 

to the presence of more material in the cross section [10]. Infill pattern is the path the nozzle takes 

while depositing material inside the walls of the print. Infill pattern can affect bending and tensile 

strengths [11,12]. Infill overlap is when infill density exceeds 100% which causes the infill lines to 

overlap each other. Layer height can inversely affect the mechanical properties, by facilitating the 
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formation of pores through airgaps between layers [7]. Comparing layer heights of 0.1mm, 0.2mm, 

and 0.3mm the lower the layer height results in a part with fewer pores [7]. A second study also 

observed similar results of lower tensile strength with increasing layer height [8]. Nozzle diameter 

affects the dimensional accuracy and the percentage of pores [9]. Resulting in lower hardness with 

smaller nozzle diameters and more pores [16,17]. Nozzle temperature highly depends on the 

thermoplastic material in the filament, and it does affect the mechanical properties of the final sintered 

part [10]. Higher temperatures decrease the viscosity of the filament allowing for an easier extrusion 

[11]. Higher nozzle temperatures can also lead to lower porosity generation due to the discharge of air 

pores during printing [12]. Print orientation affect mechanical properties through adhesion between the 

layers and between the infills [13]. Parts can be printed flat, side, or vertical and each differs in adhesion 

strength which results in different mechanical properties. 

Debinding and sintering follow after printing to remove the thermoplastic material and fuse the 

remaining metallic powder together. The process of printing, debinding, and sintering is shown in 

Figure 1. The debinding process can be conducted in multiple methods depending on the thermoplastic 

binder, thermal, solvent, water, and catalytic debinding [14]. Thermal debinding involves heating the 

printed part in a furnace to evaporate the thermoplastic binder [15]. Heating rates are the parameter 

that needs to be controlled, as high heating rates can cause blistering or bulging and can lead to the 

generation of pores [16]. Due to the high pressure caused by the evaporation [17]. Solvent debinding 

involves submerging the printed part into a solvent to debind. The main parameter to be controlled is 

the degree of debinding, if not fully debinded then defects will occur in the sintering stage [18]. If a 

binder is water soluble then water debinding can be used. Catalytic debinding removes the binder by a 

catalytic acid vapor at relatively low temperatures. 

Sintering is the process of fusing the metallic powder at elevated temperatures close to its melting 

point. The mechanism of the sintering process is discussed in section 1.3. The debinded part is encased 

in sintering ballast to hold the part. Various atmospheres can be used in the furnace such as vacuum, 

argon, hydrogen, or normal atmosphere. All atmospheres except the latter are used to prevent oxidation 

through the removal or displacement of oxygen. Normal atmosphere can be used; however, sintering 

carbon must also be used to prevent oxidation. The sintering temperature and duration determine the 

grain size of the part. The current research trend is to optimize the sintering temperature and duration. 

The objective of this study it to determine the influence of nozzle temperature, infill density, and 

debinding heating rate on porosity. 

Figure 1. Printing, debinding, and sintering processes at the metallic powder level [19] 

2. Materials and Methods

Stainless steel 316L filament was used with 11% PLA binder, with 1.75mm diameter [20]. A 

Creality Ender 3 S1 was used to produce 24 samples according to ASTM E8/E8M subsize dog bone 

tensile sample. Samples were printed with 10% oversize factor to compensate for shrinkage after 

debinding and sintering. Three levels for nozzle temperature were used, with two infill densities. 190 

°C, 210 °C, and 230 °C are the three nozzle temperatures, which are the range of temperatures 

recommended by the manufacturer. Studies on FDM with infill densities higher than 100% are scarce. 

Therefore, to determine the effect of higher infill densities, infill density of 120% was selected to be 

compared with infill density 100%. Printing parameters used are shown in Table 1. Samples were then 

sintered for 4h at four different temperatures 1208 °C, 1232 °C, 1256 °C, and 1280 °C. Sintering 
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temperature recommended by the manufactures to be 1232 °C and sintered for 4 hours. Table 2. shows 

the three variables used for the design of experiments. 

The debinding process greatly affects the development of porosity. Thermal debinding was 

selected in this process due to the difficulties that are associated with the other types of debinding 

processes. After debinding, what remains is metallic powder that is loosely stuck together. Small parts 

are able to contain their shape after debinding, but larger parts will separate from their own mass. Each 

debinding process was conducted at a certain heating rate. The debinding process contains two 

temperatures, 204 °C and 427 °C. Six samples are placed flat in a crucible and covered with alumina 

oxide to contain their shape. From room temperature the furnace is heated to 204 °C at a certain rate 

then held for two hours. Then the furnace is heated to 427 °C at the same rate and held for two hours. 

After the samples are left to cool in the furnace naturally. The sintering process starts from room 

temperature to 593 °C at the highest possible heating rate of the furnace and is held for two hours. Then 

the furnace is heated to the selected sintering temperature over 2 hours and held for 4 hours. When the 

process is complete the samples are left enclosed in the furnace to cool down.  

  A heating rate of 1.85 °C/min for the debinding process of sintering temperature of 1232 °C. 

The heating rate was reduced to 1.49 °C/min for the sintering temperature of 1280 °C. Then further 

reduced to 1.19 °C/min for the sintering temperature 1256 °C. The last heating rate used was 1 °C/min 

for the sintering temperature of 1208 °C.  

Table 1. Printing parameters used for the samples 

Print Parameter Value Unit 

Layer Height 0.2mm mm 

Print Speed 100 mm/s 

Bed Temperature 65 °C 

Nozzle Diameter 0.6 mm 

Flow Rate Multiplier 1.2 

Infill Pattern  Aligned Rectilinear 

Built Orientation flat 

Shrinkage Compensation 10 % 

Table 2. Variables used in the design of experiments 

Nozzle Temperature (°C) Infill Density (%) Sintering Temperature (°C) 

190 100 1208 

210 120 1232 

230 1256 

1280 

3. Results and Discussion

3.1. Printing 

In printing samples with 100% infill density, no issues or difficulties were present. Except for the 

occasional nozzle blockage due to debinding in the nozzle. With samples of infill densities 120% 

various issues and difficulties were present. For samples printed at 190 °C nozzle temperature and 

120% infill density, with infill lines being scraped off. Due to the overlap of infill lines from increasing 

the infill density, the nozzle scrapes off some of the infill lines. Nozzle offset adjustments were 

implemented to no improvement. In printing samples at 210 °C, two issues were present. The first is 

similar to the issue at 190 °C where the nozzle would scrape and remove parts of the infill line. The 

second is the generation of flakes from the filament and deposited on the print. The first issue is a result 
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of increasing infill density which overlaps infill lines. Causing the print to be higher than where the 

printer thinks it should be. The second issue is due to filament build up on the outside of the nozzle 

from overlapping infill line. With prolonged contact on the nozzle, the built-up material experiences 

partial or full debinding. Which then breaks off as flakes on the print. Flakes were removed manually 

to prevent the development of defects. At 230 °C, similar flakes are developed on the surface, in an 

identical mechanism, however they increase in number and reduced in size. And contact between 

nozzle and print increased dramatically. Figure 2. shows a sample stopped mid print with 120% infill 

density and nozzle temperature of 210 °C.  

Figure 2. Sample printed at 210 °C with 120% infill density, stopped mid print. 

Printing samples with infill density of 150% was not possible, due to nozzle blockages. Due to 

the retention time in the nozzle, the filament would start to debind and block the nozzle. Attempts were 

made at the three nozzle temperatures with identical results. Changing to a larger diameter nozzle 

resulted in a successful print without blockages. 

 3.2. Sintering 

Sintering at 1232 °C with heating rate of 1.85 °C /min, resulted in samples with a porosity range 

of 47-52%. This is mainly due to the heating rate during the debinding process. As samples sintered at 

1280 °C with a heating rate of 1.49 °C /min resulted in the samples having a porosity range of 41-52%. 

The porosity is less due to the higher sintering temperature which results in higher elimination of pores. 

For samples sintered at 1256 °C with a heating rate of 1.19 °C /min, the porosity range is 24-38%. 

Finally, samples sintered at 1208 °C with a heating rate of 1 °C /min resulted with the lowest porosity 

range of 21-34%. Heating rate in the debinding process is a significant factor in affecting porosity, 

more than sintering temperature. In thermal debinding process, elevated temperatures cause the 

thermoplastic binder to evaporate. The heating rate affects the evaporation rate of the binder. At high 

heating rates the pressure generated is more than the strength of the filament, which causes the part to 

deform significantly. The degree of deformation is correlated to the heating rate. This mechanism 

explains the higher porosity range at higher sintering temperatures when the opposite should be 

observed.  

At 100% infill density, porosity decreased with increasing nozzle temperature. Due to the lower 

viscosity of the filament and the release of air which lowers porosity. At 120% infill density the effect 

is reversed, increasing nozzle temperature increased porosity due to an increase in defects during 

printing. 

Another effect of the heating rate is on the mechanical properties and surface quality after 

sintering. Samples with heating rate of 1.49 °C /min or above embrittled them. Two samples fractured 

while attempting to mount them in a vice grip, Figure 3. shows the cross section of one of the fractured 

samples. The samples also differ in the surface, which is assumed to be a result of chromium oxide. 

With deformation of the samples in the debinding process, the vacant volume of the binder is displaced 

with air. Which causes oxidation at the elevated sintering temperatures. 

Pores of samples sintered at 1232 °C and 1280 °C, were interconnected. At sintering temperatures 

of 1208 °C and 1256 °C the presence of interconnected is vastly reduced. Which correlated 

interconnected pores with heating rate in the debinding process. Bulging and micro-cracks are formed 

which allow the formation of pores.   
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Figure 3. Cross sectional view of sample 21, printed at 230 °C with 120% infill density and 

sintered at 1232 °C with a heating rate of 1.19 °C /min. 

4. Conclusion

Porosity of metal FDM on stainless steel 316L is greatly affected by the factors tested in the study. 

Nozzle temperature is inversely proportional to porosity, with a range of 1-9% decrease in porosity 

with increasing temperature. The effect of infill density requires further testing, as porosity values are 

not consistent at similar temperatures. At 120% infill density, the trend is reversed, increasing nozzle 

temperature increases porosity. Lastly, the most significant effect is due to the heating rate during the 

debinding process, which at high rates cased excessive porosity and embrittlement of samples. 
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Abstract: This report details a systems and industrial engineering project aimed at optimizing 

operations in group of private pediatric dental clinics in Kuwait using Arena Simulation Software by 

Rockwell Automation. The project focuses on identifying inefficiencies and proposing strategic 

improvements to enhance operational efficiency for clinic of 5 pediatric dental clinics. Key activities 

include developing a detailed simulation model to reflect real-life patient waiting time, dental work 

time and costs of operations by collecting data on patient flow and operations and engaging with 

stakeholders through interviews to understand challenges and build the simulation model. Various 

enhancement scenarios were evaluated through simulations to determine the most effective strategies 

for implementation. Simulation results show that reducing the pediatric clinics from five to four clinic 

reduced the cost by (3%) while increasing the profit by 1.5% per patient per day with increase in 

patient service time by 19%. In addition, it would be advised to consider a scenario of four pediatric 

clinics with extended work time to serve one extra patient with a 3% increase in profit per day 

compared to the four clinics with no extra working hours.  

Keywords: dental clinic, simulation model, ARENA Simulation Software, pediatric dental clinic 

1. Introduction 

Modern healthcare organizations are far more elaborate than they used to be, and identifying 

effective strategies for enhancing effectiveness while preserving the quality of care is that much more 

challenging. One highly promising strategy in addressing these issues is by employing simulation in 

computers. Simulation provides the opportunity to try various approaches, evaluate outcomes, and 

make relevant decisions without bearing any actual outcomes with healthcare professionals. Of them, 

Arena Simulation Software, created by Rockwell Automation, has been remarkable for its ease of use 

and capability to present complex healthcare contexts [1]. 

Simulation application in the healthcare process has the potential which has been proved already. Many 

comparable investigations from other countries have shown that it can decrease patient waiting times, 

optimize the use of staff and other assets, and streamline work. For instance, a study published in 
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Malaysia implemented Arena to enhance the output of the dental clinic through increasing staff 

productivity and reducing patient’s waiting time [2]. There was another work conducted in Doha that 

aimed at identifying and minimizing the appointment system issues and ways to increase doctor 

availability that was an important factor enhancing patient satisfaction [3]. In Taiwan, simulations 

aided in the enhancement of scheduling in health screenings and even the flow of patients [4]. These 

case studies illustrate the application of Arena across the healthcare facilities. But it is not all black and 

white. In some areas, particularly the densely populated areas like Nigeria, simulations pose further 

challenges in terms of scalability [5]. Similarly, in the establishments where formal appointment 

systems are not the norm, such as the public hospitals in a country like Sri Lanka, new models have to 

be found to effectively manage the flow of patient traffic and limit long waiting lists [6]. These 

examples make us realize that despite the high potential, simulations should address the peculiarities 

of the healthcare system in each country. In this research, the spin-off application of Arena Simulation 

Software in dental clinics in terms of patient flow and resource utilization is examined. The aim is 

realistic and involves depicting now process, identifying deficiencies, and making recommendations 

that would bring a positive change in clinics and patient satisfaction. In this context, as the present 

study seeks to extend the current literature and address some of the specific issues relevant to healthcare 

simulation, the study’s goal is to offer practice-relevant findings that may be useful in actual healthcare 

settings. In conclusion, simulations, especially via tools such as Arena, must present a great potential 

to improve the efficiency of healthcare systems. This study aims to add to that existing knowledge by 

demonstrating how simulations can produce real changes in routine healthcare settings. 

2. Materials and Methods  

The development of a particular section, such as the pediatric department, needed upgrades 

because the cost of comprehensive child attendance and equipment is relatively expensive. Some of 

the information they gathered included the clinic’s calendar, doctor’s timetable, as well as the patient 

turnover. We followed the old and the new patients using both the interarrival time and the time spent 

in the reception area, X-ray operations, pediatric clinics, and overall, time in the system. To highlight 

and facilitate the understanding of processes in the clinic’s pediatric department, a flow chart was 

created. This flow chart provided the basis for the simulation: outlining all the entities (patients), 

stations (reception, X-ray, pediatric clinics), and decisions (e. g. whether an X-ray is needed for new 

patients). Several variables concerning the interarrival time and the flow of patients through various 

operating stations were created using Arena’s input analyzer, which transformed the data into a format 

appropriate for simulation analysis. arena simulation software was used to model the patient traffic in 

the modelled place regarding the pediatric department. Old and a new patient entity was assumed for 

evaluating the flow between these two patient entities. Some of the upstream activities included key 

stations such as reception and X-ray, pediatric clinics and processes in the model. Doctors and nurses 

were allocated to these stations, with provided expressions developed for the clinic to correspond to 

the actual circumstances like doctors’ timetable and accessibility. In Arena, the decision-making tool 

was employed in the allocation of the patients to the relevant pediatric clinic according to the doctor’s 
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schedule. The necessity of a delay mechanism remains when all doctors are busy to realistically mimic 

the patients’ queue. Once the model was designed, then the patient flow through the system was 

analyzed. This enabled the system to determine the inflows and outflows of patients to the pediatric 

clinics and highlight the areas of congestion and delay. For example, the model showed that Clinic 1 

was characterized by high levels of queues, which led to a deeper investigation of the issue. 

3. Results and Discussion 

In our Arena simulation, we developed three models to analyze the operational dynamics of the 

dental clinic. The basic model represented the actual operations of the clinic without any modifications, 

serving as the control scenario. The second model, the four clinics model, reduced the number of clinics 

from five to four by eliminating the least efficient clinic, which had low patient utilization. The third 

model, the extended hours model, built upon the four clinics model by adding extra working hours to 

one doctor's schedule. These two models were selected as the best options after testing multiple 

scenarios in Arena, as they demonstrated the most significant improvements in efficiency and patient 

flow compared to the basic model. The following Figures (1-3) show the output of Arena when running 

the three implemented models. Figure 4 shows the animation developed in Arena to visualize the flow 

of patients, resources, and processes within the system, making it easier for bottleneck identification. 

 

Figure 1: The complete design of the basic model system. 
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Figure 2: The design of four clinics model. 

 

Figure 3: The design of the four clinics, extended hours model. 
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Figure 4: The animation developed in Arena. 

After analyzing the outputs of the three models, we created a comparative table that integrated data 

gathered from staff and data extracted from Arena's Excel reports. This comparison enabled us to draw 

informed conclusions based on the combined insights. Tables (1-3) show the output of the three 

models. 

Table 1: Output 1 of the three models 

Model 
Number of pediatric 

clinics 
Cost/day Cost/patient/day Cost/patient/year 

Basic 

model 
5 750 18.75 5400 

Four 

clinics 

model 

4 600 18.18 5236.36 

Four 

clinics, 

extended 

hours 

model 

4 +overtime 618 18.176 5234.82 
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Table 2: Output 2 of the three models 

Model 
Total time/old 

patient/hr 

Total time/new 

patient/hr 

Average total time 

spent/patient in hours 

Average total 

time/patient/min 

Basic model 1.2 1.82 1.51 90.6 

Four clinics 

model 
1.46 2.15 1.805 108.3 

Four clinics, 

extended 

hours model 

1.45 2.23 1.84 110.4 

Table 3: Output 3 of the three models 

Model 
Served 

patients 

Revenue/

day 

Revenue/ 

patient/day 

Profit/ 

day 

Profit/patient

/day 

Profit/patient/

year 

Basic 

model 
40 2250 56.25 1500 37.5 10800 

Four clinics 

model 
33 1856.25 56.25 1256.25 38.06818182 10963.63636 

Four 

clinics, 

extended 

hours 

model 

34 1912.5 56.25 1294.5 38.07352941 10965.17647 

 

3.1. Selecting the optimal model: 

The Four Clinics Model and the Extended Hours Model serve fewer patients compared to the 

Basic Model. However, both alternative models show a 3.04% reduction in cost per patient, indicating 

better cost efficiency. Revenue per patient remains consistent across all models, while profit per patient 

is 1.52% higher in the Four Clinics and Extended Hours Models. Although the Basic Model has the 

shortest patient total time spent in the system, it also has under-utilized resources. In contrast, the Four 

Clinics Model and Extended Hours Model show increased resource utilization, cost efficiency, and 

profitability. The Four Clinics Model is considered optimal, balancing cost reduction and customer 

satisfaction by avoiding excessive waiting times that could harm the clinic’s reputation since it shows 

a better utilization of resources. The Extended Hours Model, adding extra working hours to a doctor's 

schedule, maintains similar costs and profits to the Four Clinics Model, offering an effective alternative 

for managing an increased workload. 
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4. Conclusions 

The project seeks to leverage simulation-based optimization techniques such as Arena to enhance 

the efficiency and effectiveness of dental clinics. Through a comprehensive analysis of patient flow 

dynamics and process bottlenecks, the project aims to identify areas for improvement and propose 

targeted interventions. By integrating data on patient entry and exit times, resource allocation and 

schedules, and data on total costs and profits, the project works to develop a simulation model capable 

of simulating clinic operations and assessing the impact of potential enhancements. 
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Abstract: In response to the rising demand for precise navigation across industries like autonomous 

vehicles, robotics, and unmanned aerial systems, the MARS Robotics team has developed a standard-

precision solution integrating GNSS/INS technologies. Our system combines GNSS receivers with 

Inertial Navigation System (INS) technology, using advanced sensor fusion algorithms, including 

Kalman Filter, to achieve superior performance even in challenging environments. Rigorous testing 

has confirmed the system's reliability, offering Pitch and Roll accuracy of 0.5 degrees RMS, Yaw 

accuracy of 1 degree RMS static and 2 degrees RMS dynamic, and horizontal position accuracy of 2.6 

meters RMS and velocity accuracy of 0.06 meters per second RMS. This places the solution in direct 

competition with industry leaders like XSENS and Inertial Sense. However, limitations in mitigating 

GNSS spoofing and jamming are addressed by an ongoing development of a Visual Navigation (VN) 

system to enhance performance in compromised environments. 

Keywords: GNSS/INS; Spoofing; Jamming; Kalman Filter; Sensor Fusion  

 

1. Introduction 

    During the last years, there has been an ever-growing demand for the development and 

implementation of standard precision navigation systems in many fields of interest, such as 

autonomous road vehicles, robotics, and UAS. Indeed, these applications require very accurate and 

reliable navigation, especially in environments where safety and performance are critical. Traditional 

navigation systems that depend on GNSS data, however, can suffer degraded signals or even a 

complete loss of signal in tough conditions like urban canyons, tunnels, or heavy foliage. It is these 

disadvantages that have made the development of hybrid systems using the integration of GNSS and 

INS increase to enhance accuracy and robustness. [1] [2] 

 

    This combination works best because GNSS provides stable positioning over long periods and INS 

generates high-frequency updates with high short-term accuracy. In case of a possible GNSS signal 

outage, INS may help bridge this. Sensor fusion algorithms like KF have already seen wide 

applications in data fusion for these two systems, hence the strength of each system can complement 

the weakness of another system, improving performance in navigation. This approach is especially 

critical in autonomous vehicles, where even minor navigation errors can pose significant safety risks. 

[1]. 

 

Yet, with these advantages, a variety of challenges remain in integrating GNSS/INS systems: 

highly susceptible to interference like jamming and spoofing, factors that undermine system reliability, 

and INS has drift over time, which could further degrade the accuracy when GNSS signals have not 

been available for considerable periods. Ongoing research aims at improving sensor fusion techniques, 
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alternative navigation methods such as VN-methods, anti-spoofing, and anti-jamming technologies to 

address these issues. [3] 

This paper introduces GNSS/INS navigation solution developed by the MARS Robotics team, 

specifically designed for autonomous systems. The system employs a Kalman Filter-based sensor 

fusion algorithm to integrate GNSS and INS data, with the primary goal of analyzing system 

performance under various conditions, identifying current limitations, and proposing future 

enhancements to address emerging challenges such as GNSS spoofing and jamming. 

2. Materials and Methods  

2.1. System Components and Architecture 

The navigation solution integrates a dual-frequency Global Navigation Satellite System (GNSS) 

receiver with an Inertial Navigation System (INS) to deliver standard-precision positioning for 

autonomous systems. The core components include: 

 

1. GNSS Receiver: A GNSS receiver provides location, time, speed, altitude, and global 

navigation by receiving signals from satellites. 

 

2. IMU Module: A 9-axis MEMS-based Inertial Measurement Unit (IMU) containing a tri-

axis accelerometer, gyroscope, and magnetometer, was used to capture motion data. 

 

3. Processing Unit: A custom onboard processor equipped with the sensor fusion algorithm 

was responsible for fusing GNSS and INS data. 

 

 

2.2 GNSS and INS Overview 

1. Global Navigation Satellite System (GNSS) 

 

Global Navigation Satellite System (GNSS) refers to satellite constellations that provide 

precise geolocation and time information to receivers on Earth. While the most widely known GNSS 

is the Global Positioning System (GPS), operated by the United States, several other systems exist, 

including Galileo (Europe), GLONASS (Russia), and BeiDou (China). GNSS receivers calculate their 

position by measuring the time it takes for signals to travel from multiple satellites. 

 

Limitations of GNSS: Despite its advantages, GNSS is susceptible to several limitations. Signal 

blockages due to physical obstructions like buildings, trees, or tunnels can reduce signal quality, 

particularly in urban environments, a phenomenon known as the "urban canyon" effect. Standard 

GNSS receivers also have relatively low update rates (typically between 1 Hz to 10 Hz), which may 

not be suitable for high-speed applications. Additionally, GNSS signals can experience latency or jitter 

due to processing delays or challenges in satellite signal acquisition. 

 

2. Inertial Navigation System (INS) 
 

Inertial Navigation System (INS) is a navigation system used to estimate the position, 

velocity, and orientation (attitude) of an object by measuring its acceleration and angular velocity. INS 

relies on accelerometers to detect linear acceleration and gyroscopes to measure rotational rates. These 

sensors are integrated into an Inertial Measurement Unit (IMU). 
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Operational Mechanism of INS: INS operates using the principle of dead reckoning, where 

the system calculates the current position by integrating the measured accelerations and angular rates 

over time from an initial known position and orientation. IMUs, which house the accelerometers and 

gyroscopes, function at high sampling rates, sometimes in the range of hundreds or thousands of 

Hertz, providing frequent updates on motion and orientation. This makes INS particularly well-suited 

for applications requiring high-speed dynamics and real-time response. 

 

Limitations of INS: However, INS has some inherent limitations. Over time, INS suffers from 

drift due to sensor biases, noise, and small errors that accumulate, leading to increasing inaccuracies 

in position and velocity estimates if left uncorrected. This drift can become significant, particularly in 

long-term navigation. Moreover, the accuracy of INS heavily depends on the calibration of its sensors. 

Even minor errors in the calibration of accelerometers and gyroscopes can lead to considerable drift, 

affecting the overall precision of the system over time. 

 

2.3 Kalman Filter (KF) 

The Kalman filter is a recursive algorithm designed to estimate the state of a dynamic system 

from a series of noisy measurements. It is particularly well-suited for sensor fusion tasks, such as 

combining GNSS and INS data, because it continuously updates the system’s state using both 

predictions from a model (INS) and new observations (GNSS), while accounting for uncertainties in 

both. 

The Kalman filter operates through two main phases: the prediction step and the update step. 

Prediction Step: In this phase, the filter uses the dynamic model (in this case, the INS data) to 

predict the system's next state and estimate the uncertainty of this prediction. The INS, which provides 

high-frequency data such as accelerations and angular velocities, allows for a continuous estimate of 

the system's state (e.g., position, velocity, and attitude) over time. However, due to sensor noise and 

drift, these predictions can become inaccurate over long periods, necessitating the need for correction. 

 

Update Step: During the update step, the filter incorporates new measurements, such as GNSS 

data, to correct the predicted state. The GNSS provides more accurate, though less frequent, position 

and velocity updates. The Kalman filter compares these new observations with the predicted state, 

calculates the residual (the difference between the predicted and observed state), and adjusts the 

estimate accordingly. This step also updates the estimate of uncertainty, improving the system's 

accuracy. 
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Figure 1 Kalman Filtering 

In the context of GNSS/INS integration, the Kalman filter plays a key role in addressing the 

inherent weaknesses of each system. GNSS measurements are used to correct the drift in the INS 

estimates, while the high-frequency INS data fills in the gaps between GNSS updates and provides 

continuous estimates during GNSS outages. 

State Estimation for GNSS/INS 

In a GNSS/INS Kalman filter, the system's state vector includes: 

 

                                                                  𝒙𝒌 = [𝒑𝒙 𝒑𝒚 𝒑𝒛 𝒗𝒏 𝒗𝒆 𝒗𝒅  ∅ 𝜽 𝝋],                                 (1) 

Where: 

 

• 𝒑𝒙 𝒑𝒚 𝒑𝒛 :  Position in 3D space, 

• 𝒗𝒏 𝒗𝒆 𝒗 d :  Velocity components (North, East, Down), 

• ∅  𝜽  𝝋 :  Orientation (roll, pitch, yaw) 

 

The state vector reflects both the physical state of the system (position, velocity, and orientation), 

which the Kalman filter will estimate and correct over time. 

 

Prediction Step: INS-Based Prediction 

The prediction step of the Kalman filter uses the high-rate data from the INS to estimate the next 

state of the system. Since INS operates at a high frequency, it can provide continuous position and 

velocity updates based on acceleration and angular velocity data, even during GNSS outages. 

 

The predicted state is computed as: 

                                                                               𝒙𝒌+𝟏|𝒌 = 𝑭𝒌𝒙𝒌 + 𝑩𝒌𝒖𝒌,                               (2) 

Where: 

• 𝑭𝒌 is the state transition matrix that models the system's motion, 

• 𝑩𝒌𝒖𝒌 accounts for the control inputs (accelerations and angular velocities measured by 

the INS), 

 

In this step, the covariance matrix 𝑷𝒌+𝟏|𝒌  is also updated to reflect the increase in uncertainty in 

the predicted state due to errors in the INS sensors and their drift over time: 

                                         𝑷𝒌+𝟏|𝒌 = 𝑭𝒌𝑷𝒌𝑭𝑻
𝒌 + 𝑸𝒌,                                   (3) 

Here, 𝑸𝒌 is the process noise covariance matrix that captures the uncertainty in the system’s 

dynamics and sensor measurements. 

Update Step: GNSS-Based Correction 

When GNSS measurements are available, they are used to correct the INS-based prediction. GNSS 

provides accurate, drift-free position data, but it typically updates at a much lower frequency 

compared to INS, and is prone to outages in obstructed environments. The Kalman filter uses these 

GNSS measurements to correct the INS drift. 

 

First, the innovation (or measurement residual) is computed, which represents the difference 

between the predicted position (from INS) and the actual position (from GNSS): 

                                                                         𝒚𝒌 = 𝒛𝒌 − 𝑯𝒌𝒙𝒌+𝟏|𝒌                                  (4) 
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Where: 

• 𝒛𝒌 is the GNSS measurement (position or velocity), 

• 𝑯𝒌 is the measurement matrix that relates the system state to the measurement, 

• 𝒙𝒌+𝟏|𝒌 is the predicted state from the INS. 

 

The Kalman gain 𝑲𝒌 is then calculated to determine how much weight should be given to the 

GNSS measurement relative to the INS prediction: 

                                                    𝑲𝒌 = 𝑷𝒌+𝟏|𝒌 𝑯
𝑻

𝒌(𝑯𝒌𝑷𝒌+𝟏|𝒌 𝑯
𝑻

𝒌 + 𝑹𝒌)−𝟏                      (5) 

Where 𝑹𝒌 is the measurement noise covariance, representing the uncertainty in the GNSS 

measurements. 

 

Finally, the Kalman filter updates the state estimate by combining the INS prediction with the 

GNSS correction, weighted by the Kalman gain: 

                                                                         𝒙𝒌+𝟏 = 𝒙𝒌+𝟏|𝒌 + 𝑲𝒌𝒚𝒌                              (6) 

The covariance matrix is updated to reflect the reduced uncertainty after incorporating the GNSS 

data: 

                                                                     𝑷𝒌+𝟏 = (𝑰 − 𝑲𝒌𝑯𝒌)𝑷𝒌+𝟏|𝒌                                                        (7) 

 

 

 

Figure 1  A complete picture of the operation of the Kalman filter [4] 
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3. Results and Discussion 

In this section, we present the results of the flight test conducted to evaluate the performance of 

the GNSS/INS integration using the Kalman filter, compared to Xsens inertial navigation system. The 

comparison focuses on key performance metrics such as position accuracy, attitude, and velocity. 

 

• Attitude 

Figure 2 Roll (Marsnav vs Xsens) 

 
Figure 3 Pitch (Marsnav vs Xsens) 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Yaw (Marsnav vs Xsens) 
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The system shows high accuracy in roll, pitch, and yaw measurements, based on the figures 

showed above. The GNSS/INS system showed consistency across different conditions, providing 

reliability for autonomous operations. However, slight discrepancies in yaw performance under 

dynamic conditions (compared to Xsens) may indicate areas for future optimization. 

 

• Velocity 

 

 
Figure 5 Vn (Marsnav vs Xsens) 

 
Figure 6 Ve (Marsnav vs Xsens) 

The GNSS/INS system shows high precision in velocity measurements. Figures 5 and 6 indicate 

minimal deviation in North and East velocity components when compared to Xsens. This shows the 

system's suitability for high-speed dynamic applications. 

 

• Position 

 

Position is driven from Google Maps as a travelling path and compared with Xsens, the position 

difference between different measurements at different timestamps: 

 

Measurment Position Difference  

1 1.79m 

2 1.92m  
3 3.02m 

4 2.51m 

5 3.08m 

6 3.2m 

7 3.26m 

8 1.43m 

Table 1 Position Data 
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The position accuracy showed an RMS value of 2.6151 meters across multiple tests, with 

individual position differences ranging from 1.43 meters to 3.26 meters. While this is comparable to 

Xsens, it highlights the inherent limitations of GNSS-based systems, especially in environments prone 

to signal interference or degradation, such as urban canyons. 

 

While the performance of the GNSS/INS integration has shown promising results in most 

environments, it is important to realize limitations of GNSS-based systems, especially in terms of 

jamming and spoofing. 

 

• Jamming: GNSS signals can be disrupted by jamming, which occurs when strong, 

unintentional or malicious signals interfere with the receiver’s ability to process satellite 

signals.  

 

• Spoofing: Another critical issue is spoofing, where fake GNSS signals are used to manipulate 

the receiver into computing incorrect position and time data. 

 

Given these challenges, Visual Navigation (VN) has emerged as a promising solution. VN uses 

cameras and image processing algorithms to interpret the surrounding environment, providing 

accurate navigation data independently of GNSS signals. When integrated with GNSS/INS, Visual 

Navigation offers an additional layer of resilience, enabling the system to maintain accurate 

positioning even in GNSS-denied environments. Although this paper focuses on GNSS/INS 

integration, future work will explore how Visual Navigation can enhance overall system robustness 

in the face of jamming and spoofing threats. 

4. Conclusions 

The GNSS/INS Kalman filter system presented in this paper offers a solution to the problem of 

autonomous navigation, with competitive results compared to such leading solutions from industry 

leaders like Xsens. However, challenges on GNSS jamming and spoofing raise the necessity for 

integration of alternative systems like VN to ensure system resilience in compromised environments. 
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Abstract 

This study presents a computational analysis of the aerodynamic performance of the NACA 65-

421 airfoil in the presence of upstream obstacles, focusing on flow behavior and both lift and 

drag characteristics. The simulations were performed using ANSYS Fluent with the RNG k- 

turbulence model to capture the complex flow interactions and disturbances caused by 

obstacles. The analysis includes detailed evaluations of velocity magnitude contours and 

vectors, pressure distribution, velocity profiles, and lift and drag forces at key points on the 

airfoil, including the leading edge, trailing edge, and wake regions.  

Despite the presence of upstream obstacles, which introduce flow disturbances, the airfoil 

maintained efficient aerodynamic performance. The velocity profiles at the leading edge reveal 

strong flow acceleration, generating significant lift, while the trailing edge and wake regions 

show moderate turbulence with quick velocity recovery, minimizing drag. The static pressure 

contours further validate the aerodynamic efficiency, with a high-pressure stagnation point at 

the leading edge and smooth pressure recovery towards the trailing edge. Overall, the study 

confirms the NACA 65-421 airfoil’s robustness in maintaining low drag and steady lift, even 

under disturbed flow conditions, making it suitable for applications in environments with flow 

obstacles, such as urban wind energy systems or low-altitude flight. The results demonstrate a 

consistent lift coefficient of approximately 0.36 and a stable drag coefficient of around 0.006, 

both showing excellent agreement between experimental and numerical data. Also, it was found 

that the non-uniform inflow can cause localized fluctuations in pressure, particularly at the 

leading and trailing edges, which can affect the overall lift and drag. 

 

Keywords: NACA 65-421, Airfoil, Obstacles, Aerodynamics, RNG k-, CFD 

1  Introduction 

1.1 Background and Motivation 

The study of airfoil aerodynamics is fundamental to the design of efficient aerospace 

systems, including aircraft wings, turbine blades, and other aerodynamic structures. 

Understanding how an airfoil interacts with turbulent flows is critical for optimizing lift, 

reducing drag, and improving overall performance. The NACA 65-421 airfoil, a popular 

choice for various aerodynamic applications, was selected for this study to assess its 

performance under induced turbulent flow at a velocity of 21.91 m/s. 

The k- turbulence model, specifically its RNG variant, was chosen for this investigation 

due to its ability to simulate high Reynolds number flows with significant turbulence and 

separation. This study aims to provide a detailed analysis of the flow characteristics around 
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the airfoils, such as pressure distribution and aerodynamic forces acting on the airfoil, with 

a particular focus on the effects of upstream obstacles. The results are intended to enhance 

future aerodynamic designs and highlight the importance of selecting appropriate turbulence 

models for accurate Computational Fluid Dynamics (CFD) simulations. 

1.2 Objective 

The objective of this study is to analyze the effect of cubical obstacles placed in front of a 

NACA 65-421 airfoil on its aerodynamic performance. Using computational fluid dynamics 

simulations to assess how the presence of obstacles alters flow patterns, pressure 

coefficients, and drag and lift forces. 

2 Literature Review 

2.1 NACA Airfoil Aerodynamics 

The NACA (National Advisory Committee for Aeronautics) airfoil series remains one of the 

most studied airfoil configurations due to its application in various fields, from aircraft wings 

to wind turbines. The NACA 65-series, to which the NACA 65-421 airfoil belongs, is part of 

the laminar flow airfoil family, designed for reduced drag at moderate Reynolds numbers. The 

NACA 65-series is particularly advantageous for low-drag applications, with the 65-421 airfoil 

having a relatively thick profile, making it efficient at producing lift while maintaining low 

drag. 

Abbott and von Doenhoff (1959) are frequently cited for their foundational work on NACA 

airfoils, providing performance charts and defining the aerodynamic characteristics of various 

NACA airfoils under different flow conditions. They detail the behavior of both laminar and 

turbulent boundary layers, which is crucial in understanding the drag and lift performance 

across different Reynolds numbers. However, their work focuses on clean airfoils without the 

influence of external obstacles, making it a starting point for understanding airfoil behavior but 

insufficient for predicting obstacle interaction [1].  

Several recent studies have explored various aspects of airfoil performance. Bhushan et al. [1] 

conducted a study analyzing the performance of wind turbine blades using Computational Fluid 

Dynamics (CFD) at various angles of attack and Reynolds numbers. Their findings revealed 

that the performance of the blades is significantly affected by both the angle of attack and 

Reynolds number, providing valuable insights into optimizing blade designs for better 

efficiency under varying wind conditions. Nazmul et al. [2] carried out an experimental 

investigation on the NACA 4412 airfoil with a curved leading edge to assess its aerodynamic 

characteristics. The study demonstrated that the curved leading edge enhances aerodynamic 

performance by increasing lift and reducing drag compared to airfoils with a straight leading 

edge, thus improving the overall efficiency in practical applications. Jin et al. [3] focused on 

numerical simulations of the aerodynamic performance of two-dimensional wind turbine 

airfoils. Their research highlighted how performance varies with different airfoil designs and 

flow conditions, indicating that optimizing the airfoil shape can lead to enhanced wind energy 

capture and overall efficiency. 
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2.2 Obstacles in Aerodynamic Environments 

Obstacles in aerodynamic environments are known to cause flow disturbances, including wake 

formation, vortex shedding, and boundary layer separation, all of which significantly affect the 

performance of aerodynamic surfaces. Also, the obstacles represent the turbulent flow of the 

wind due to different topologies (mountains and trees) and wind currents changing directions. 

Therefore, studies on obstacle-airfoil interaction are critical for understanding flow in real-

world scenarios, such as urban wind turbines, low-altitude flight, and rotorcraft operations, 

where buildings, towers, or other structures can alter the airflow around an airfoil [2]. 

2.3 Flow Separation and Boundary Layer Behavior 

One of the most significant effects of obstacles near an airfoil is the early onset of flow 

separation, which reduces lift and increases drag. Flow separation occurs when the boundary 

layer, which adheres to the surface of the airfoil, is disrupted, typically by adverse pressure 

gradients or turbulences in the flow path. When separation occurs, a region of low pressure 

(wake) forms behind the airfoil, significantly increasing drag. 

Roshko (1954) provided seminal work on vortex shedding and its relationship to drag, noting 

that objects in the flow path of a surface induce unsteady vortices, which lead to fluctuating 

pressure fields and increased drag. This phenomenon is particularly relevant when considering 

the placement of obstacles near airfoils, as these obstacles increase the likelihood of vortex 

shedding and separation. The simulation results from this study confirm these findings, showing 

increased turbulence and separation zones when obstacles are present near the NACA 65-421 

airfoil[3]. 

Simpson (1989) explored boundary layer separation and the conditions under which it occurs, 

emphasizing the role of external disturbances, such as obstacles, in causing early separation. 

His findings indicated that boundary layer separation is sensitive to both the location of the 

disturbance and the Reynolds number of the flow. For the NACA 65-421 airfoil in this study, 

the presence of cubic obstacles causes early separation, which is consistent with Simpson’s 

observations[4]. 

2.4 Computational Fluid Dynamics (CFD) in Airfoil Studies 

Computational Fluid Dynamics (CFD) has become a critical tool for studying aerodynamic 

performance, especially in scenarios where experimental testing is difficult or expensive. CFD 

allows for detailed analysis of flow fields, pressure distributions, and turbulence characteristics 

around airfoils and bluff bodies. 

Versteeg and Malalasekera (2007) provide a comprehensive introduction to the use of CFD for 

fluid mechanics simulations, including airfoil studies. They highlight the importance of mesh 

quality and turbulence modeling in achieving accurate results. In the current study, the RNG k-

epsilon turbulence model was used due to its ability to handle complex flow phenomena like 

separation and recirculation, which are common in obstacle-airfoil interactions[5]. 

Spalart and Allmaras (1992) developed a turbulence model that has been widely used in 

aerodynamic simulations. While not employed in this study, the Spalart-Allmaras model is often 

compared to the k- models, which were used here to simulate the effects of turbulence in the 

presence of obstacles. The k- model's strength lies in its ability to capture the large-scale eddies 

and vortices caused by obstacle interference, making it suitable for this application[6]. 
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Juliana et al. [7] worked on the design and analysis of the NACA 4420 wind turbine airfoil 

using CFD. Their study indicated that optimizing the airfoil design results in increased wind 

turbine efficiency, with the CFD analysis offering detailed insights into aerodynamic 

characteristics and performance improvements. Rao et al. [8] explored various modeling and 

simulation techniques for airfoil elements. Their study revealed that advanced computational 

models enhance the accuracy of performance predictions, providing better tools for analyzing 

and optimizing airfoil designs to achieve improved performance. 

The present innovation showed that obstacles near airfoils cause significant changes in flow 

behavior, including increased turbulence, flow separation, and vortex shedding. These effects 

lead to reduced lift and increased drag, confirming the need for thorough analysis in situations 

where airfoils interact with external obstacles. While many studies have focused on clean flow 

environments, this study contributes to the limited body of knowledge on obstacle-airfoil 

interaction by using CFD to investigate the NACA 65-421 airfoil, providing valuable insights 

for both academic and practical applications. 

3 Methodology 

3.1 Geometry and Mesh 

 

Figure 1. Overall computational domain. 

The geometry shown in Figure 1 is for the CFD simulation designed to analyze the aerodynamic 

performance of the NACA 65-421 airfoil with upstream obstacles. The setup includes a 

computational domain with specific dimensions and the placement of square obstacles to 

investigate their effect on the airflow around the airfoil. The domain dimensions were set to 

ensure that boundary effects were minimized, and flow behavior could be accurately simulated. 

From Figure 1 the computational domain for the simulation is 6 meters in length and 2 meters 

in width, ensuring accurate capture of airflow around the NACA 65-421 airfoil and upstream 

obstacles. The domain size allows the flow to develop correctly before reaching the airfoil and 

obstacles, minimizing boundary effects. Three square obstacles, each measuring 0.12 meters, 

are placed 1.13 meters from the left edge of the domain, with 0.240 meters vertical spacing 

between them. The airfoil, strategically positioned downstream of the obstacles, allows for a 

thorough analysis of how disturbed flow affects its aerodynamic performance. The placement 

and configuration of both the obstacles and airfoil are designed to replicate real-world 
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conditions and provide accurate insights into the airfoil's behavior under the influence of 

environmental disturbances. 

3.2 System Information 

The simulations were conducted using Ansys Fluent 23.1, employing a 2D, double-precision, 

pressure-based solver in transient mode. The k- turbulence model was selected due to its 

widespread use in modeling turbulent flows in aerodynamic applications. The simulation was 

configured to run for 1000-time steps with a time step size of 0.001 seconds, and a maximum 

of 20 iterations per time step to ensure numerical stability and convergence. 

3.3 Computational Domain and Mesh 

The computational domain was designed to capture the flow characteristics around the NACA 

65-421 airfoil and upstream square obstacles. From Figure 2 the computational domain 

consisted of a structured quadrilateral mesh with 321,985 cells, 645,540 faces, and 323,552 

nodes. The mesh was highly refined around the airfoil and the obstacles to capture flow 

separation, boundary layer behavior, and vortex formation. The minimum orthogonal quality of 

the mesh was 0.404, while the maximum aspect ratio was 382.81, indicating regions with 

stretched cells that may impact numerical accuracy in high-gradient areas. 

The boundary conditions were defined to simulate an inlet velocity of 21 m/s, with a turbulence 

intensity of 5%, representing real-world turbulent flow conditions. The outlet was set to a 

pressure-outlet condition, ensuring a smooth transition of flow out of the domain. 

 

Figure 2. Meshes around the square blocks and the airfoil 

4 Simulation Setup 

4.1 Physics 

The simulation was carried out in a 2D domain, with a transient approach to capture the time-

dependent behavior of the flow. A 1st-order implicit time integration scheme was utilized to 

ensure computational efficiency while maintaining the required accuracy for the simulation. 

For turbulence modeling, the RNG k- turbulence model was selected. This model is widely 

used in computational fluid dynamics (CFD) due to its ability to accurately capture the behavior 

of turbulent flows, including flow separation and recirculation, which are critical in obstacle-
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laden scenarios. Standard wall functions were implemented to handle the boundary layer near 

the walls, providing a practical approach for near-wall turbulence treatment. In terms of material 

properties, the fluid used in the simulation was air, with a density of 1.225 kg/m³, specific heat 

(Cp) of 1006.43 J/kg·K, thermal conductivity of 0.0242 W/m·K, and a dynamic viscosity of 

1.7894 x 10⁻⁵ kg/m·s. The airfoil and obstacles were modeled using aluminum, with a density 

of 2719 kg/m³, specific heat (Cp) of 871 J/kg·K, and thermal conductivity of 202.4 W/m·K. 

These material properties ensured an accurate representation of both the airflow and solid 

components within the computational domain. 

The boundary conditions were carefully defined to replicate real-world flow behavior. At the 

inlet, a velocity of 21 m/s corresponds to a Reynolds number of 3.5x10^5 was imposed in the 

x-direction, with no velocity in the y-direction. The turbulence at the inlet was characterized by 

a turbulent kinetic energy of 1 m²/s² and a turbulent dissipation rate of 1 m²/s³. The outlet 

boundary condition was set as a pressure outlet with a gauge pressure of 0 Pa, ensuring that the 

flow could exit the domain freely without disturbances. The walls of the domain were treated 

as stationary with no-slip conditions, and the roughness height was set to 0 m, representing 

smooth surfaces. 

4.2 Solver Settings 

The simulation was performed using a pressure-based solver, which is appropriate for handling 

incompressible flow conditions like those experienced around the NACA 65-421 airfoil. The 

pressure-velocity coupling was managed using the SIMPLEC algorithm, which provides 

enhanced convergence speed, particularly in transient simulations. The discretization of key 

variables was handled using upwind schemes; second-order upwind for momentum and first-

order upwind for both turbulent kinetic energy and dissipation rate. These schemes ensure that 

the convective terms in the governing equations are resolved with reasonable accuracy. 

For the time-stepping, a transient simulation approach was adopted with a time step size of 

0.001 seconds and a total of 1000 time steps. This choice of time step allowed for the capture 

of small-scale flow fluctuations and interactions between the airfoil and obstacles, providing 

detailed insights into the flow dynamics. The solver was set to perform a maximum of 20 

iterations per time step, ensuring adequate convergence of each time step before progressing 

further in the simulation. 

To improve the convergence rate, under-relaxation factors were applied to the equations. The 

pressure equation was relaxed with a factor of 0.1, while the momentum equation had a 

relaxation factor of 0.5. The turbulent kinetic energy and dissipation rate were relaxed using 

factors of 0.8. These relaxation factors ensured stability and gradual convergence of the solution 

without sacrificing accuracy. 

4.3 Convergence Status 

The convergence of the simulation was monitored through the residuals of the governing 

equations, with target values set to ensure accurate results. The target for the continuity residual 

was set to 1 x 10⁻⁵, while the target for both x-velocity and y-velocity was also 1 x 10⁻⁵. For 

turbulence quantities, the residual target for the turbulent kinetic energy was 1 x 10⁻⁶, and for 

the turbulent dissipation rate, it was 1 x 10⁻³. 

At the end of the simulation, most of the residuals had reached or exceeded their convergence 

criteria. The x-velocity residual converged to 1.301 x 10⁻⁶, while the y-velocity residual 

converged to 1.651 x 10⁻⁶, both well below the set target. The turbulent kinetic energy residual 
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converged to 6.367 x 10⁻⁷, also meeting the desired accuracy. The turbulent dissipation rate 

reached a residual of 8.799 x 10⁻⁶, achieving convergence as well. However, the continuity 

residual remained slightly above the target at 1.1485 x 10⁻⁴, indicating that although most 

variables had converged, the overall mass balance could be further refined in future iterations. 

Despite this, the results were deemed sufficiently accurate for analyzing the aerodynamic 

performance of the NACA 65-421 airfoil under the influence of upstream obstacles. 

4.4 Turbulence Model 

The RNG k- model was used for the simulation due to its ability to handle high Reynolds 

number flows and accurately predict flow separation and reattachment, which are crucial for 

analyzing vortex formation. The model included standard wall functions to resolve the 

boundary layer near the airfoil surface. The standard constants for the k- model were applied, 

including: Cμ=0.09, σk=1.0, σϵ=1.3, C1=1.44, C2=1.92 

5 Results and Discussion 

5.1 Flow Characteristics and Velocity Distribution 

This research allows for a detailed analysis of velocity flow fields, pressure distributions, and 

turbulence and aerodynamic characteristics around airfoils. The following are the results 

interpretations of the flow behavior around the obstacles and the airfoil. 

5.1.1 Velocity Magnitude Contours 

 

Figure 3. Velocity contours in the computational flow domain 

The velocity magnitude contour in Figure 3 provides a visual representation of the speed of 

airflow across the computational domain. The velocity decreases significantly and a flow 

circulation occurs on the top and bottom surfaces of the obstacles, especially in the leeward 

regions directly behind the obstacles. This is due to the flow separation caused by the obstacles, 

where the high-velocity incoming flow interacts with the sharp edges of the obstacles, 

generating recirculation zones. As the flow moves away from the obstacles, it gradually 

recovers, but areas of low velocity persist in the recirculating wakes between high-velocity 

turbulences. These low-velocity zones have the potential to cause unsteady behavior in the flow 

downstream, particularly around the airfoil. The flow accelerates around the airfoil due to the 

geometry of the NACA 65-421, causing an increase in velocity near the leading edge. However, 
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due to the disturbances created by the upstream obstacles, the velocity distribution is non-

uniform, with possible impacts on both the lift and drag characteristics of the airfoil. 

5.1.2 X-Velocity Contours 

 

Figure 4.  X-Velocity contours in the computational flow domain 

In Figure 4 the X-velocity contours specifically show the velocity component in the streamwise 

direction. There is a significant reduction in X-velocity in the immediate leeward of the 

obstacles. The flow stagnates in these regions due to the interaction of the incoming free-stream 

flow with the obstacle’s corners, leading to strong recirculation and the formation of 

downstream counter-rotating vortices. As the flow progresses further downstream, the X-

velocity increases, but the disturbances from the obstacles still persist. These disturbances affect 

the uniformity of the incoming flow toward the airfoil, which is crucial for understanding how 

the airfoil responds to non-uniform inflow conditions. The airfoil sees a distinct increase in X-

velocity over its upper surface, which is characteristic of the pressure difference that generates 

lift. However, the non-uniform inflow due to the obstacles introduces variations in X-velocity 

over the surface, which may result in fluctuating aerodynamic forces. 

5.1.3 Velocity Vectors 

 

Figure 5. Velocity vectors in the computational flow domain 
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Velocity vector gives insights into both the magnitude and direction of the flow, making it easier 

to visualize complex flow structures such as vortices, separation, and recirculation zones. The 

velocity vectors show strong recirculation zones at the leeward and top and bottom surfaces of 

each obstacle, with vortices forming as the flow separates from the sharp edges of the obstacles. 

These vortices are characterized by circular flow patterns in the wake, with low-velocity zones 

in their centers. Downstream, the recirculating wakes from the obstacles propagate towards the 

airfoil. These disturbed flow regions interact with the airfoil, potentially causing unsteady 

forces on the airfoil surface. The velocity vectors around the airfoil show that while the flow 

accelerates over the airfoil especially at the leading edge as can be seen in Figure 6a, the wake's 

influence remains strong, particularly near the trailing edge as in Figure 6b. 

5.1.4 X-Velocity Vectors at the Leading Edge 

 

Figure 6a. Velocity vector at the leading edge of airfoil 

From Figure 6a, the X-velocity vectors near the leading edge of the airfoil reveal how the flow 

first interacts with the airfoil geometry. As expected, the vectors show an increase in velocity 

as the flow approaches the leading edge, especially on the upper surface. This acceleration is 

crucial for creating lift. The non-uniform inflow, resulting from the upstream obstacles, 

introduces local variations in velocity direction and magnitude. These disturbances could 

influence the boundary layer behavior at the leading edge. 

 

5.1.5 X-Velocity Vectors at the Trailing Edge 

 

Figure 6b. Velocity vector at the trailing edge of airfoil 
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The trailing edge velocity vectors provide insight into how the flow reattaches and leaves the 

airfoil.  Because the angle of attack in this study is zero as in the natural wind turbine blade 

before pitching. Due to the disturbed inflow, the vectors near the trailing edge didn’t show flow 

separation. The flow leaving the trailing edge forms a wake behind the airfoil, which is 

influenced by the vortices created by both the airfoil and the upstream obstacles. This wake can 

have significant effects on the drag force experienced by the airfoil. 

 

Figure 6c. Overall velocity vector over the upper and lower surfaces of the airfoil 

Figure 6c shows the overall velocity magnitude vectors, and X-velocity plots confirm that the 

presence of upstream obstacles significantly impacts the flow field around the NACA 65-421 

airfoil. The disturbed flow causes increased turbulence and vortex formation behind the 

obstacles. Non-uniform inflow conditions lead to variations in velocity across the airfoil 

surface. Potential changes in the boundary layer behavior, possibly leading to early flow 

attachment on the upper and lower trailing edge of the airfoil. This detailed flow analysis 

highlights the importance of considering upstream disturbances when evaluating the 

performance of airfoils in real-world applications where obstacles are present. 

5.2 Velocity profiles 

The velocity profiles at different locations on the NACA 65-421 airfoil (leading, middle, 

trailing edges, and wake region) offer a comprehensive understanding of how the airflow 

develops around the airfoil. Below is a detailed analysis of all profiles: 
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Figure 7. Velocity profiles on the airfoil and the wake 

It can be seen from Figure 7 that, the flow velocity accelerates at the leading edge, where the 

velocity magnitude increases rapidly as the airflow transitions from the stagnation point on the 

front surface of the airfoil to the suction side (upper surface) of the airfoil. This profile shows 

a sharp rise from approximately 22 m/s to around 25 m/s, indicating the strong acceleration of 

the flow over this region. This is characteristic of a well-performing airfoil where the flow 

accelerates as it moves around the curved leading edge. 

This sharp acceleration is crucial for generating lift. The high-speed flow over the upper surface 

leads to a lower-pressure region, contributing significantly to the airfoil's lift. 

The velocity profile at the middle of the airfoil shows a continuation of the acceleration, with 

the flow maintaining a higher velocity of around 25 m/s at higher locations. This indicates that 

the boundary layer remains attached to the surface, and the flow continues to accelerate, 

contributing to lift. 

The relatively smooth rise in velocity without significant drops indicates that the flow has not 

separated from the airfoil surface, which is important for maintaining aerodynamic efficiency. 

This profile suggests efficient airfoil performance, as the smooth increase in velocity ensures 

that the boundary layer remains attached, reducing drag and maintaining lift. 

At the trailing edge, the velocity profile shows a deceleration, with the flow velocity starting to 

decrease. This deceleration is expected as the flow begins to leave the airfoil surface and merge 

into the wake. The flow velocity still remains above 22 m/s, indicating that the flow is mostly 

189



attached even near the trailing edge, which is desirable for reducing drag and maintaining lift 

efficiency. The trailing edge marks the beginning of the wake, where the airflow will start to 

interact with the disturbed flow behind the airfoil. 

The wake velocity profile shows the recovery of the flow as it moves downstream from the 

trailing edge of the airfoil. The velocity is lower than in the free stream, with values around 21 

m/s, indicating the presence of a wake with reduced velocity compared to the free-stream flow. 

The wake region typically experiences lower velocity and increased turbulence due to the 

interaction of the attached boundary layers from the upper and lower surfaces of the airfoil. The 

gradual velocity recovery in this profile indicates that the wake is not overly turbulent or wide, 

which suggests that the airfoil is producing low drag.  

Downstream of the airfoil, the velocity profile shows a continued recovery of the airflow as it 

moves further away from the airfoil. This smooth recovery indicates that the wake is dissipating, 

and the flow is returning to its normal condition. 

The velocity profiles in Figure 7, reveal efficient airflow management around the NACA 65-

421 airfoil, with smooth acceleration at the leading edge, attached flow along the middle 

section, and minimal deceleration at the trailing edge. The wake region shows moderate 

turbulence and flow recovery, indicating low drag and maintaining the aerodynamic 

performance of the airfoil. These profiles suggest that the airfoil is performing efficiently, with 

the flow remaining attached over most of the surface, minimizing drag while maximizing lift. 

This detailed analysis highlights how the velocity profiles can be used to assess the aerodynamic 

efficiency of the airfoil and identify regions of flow separation, turbulence, or drag production. 

5.3 Static Pressure Distribution 

 

Figure 8. Static pressure distribution on the computational domain 

 

The static pressure contour in Figure 8 provides valuable insights into how the airflow interacts 

with both the obstacles and the NACA 65-421 airfoil. 

The high-pressure zones observed just upstream of the obstacles are typical of flow 

obstructions. As the flow approaches the sharp edges of the obstacles, it stagnates, resulting in 

an increase in static pressure. This is the stagnation point where the velocity is reduced, and 

pressure increases. The regions immediately behind the obstacles show lower static pressure 

values, indicative of flow separation and the formation of recirculation zones. The drops in 
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pressure in the wake of the obstacles align with the creation of vortices and turbulent flow 

structures that tend to form behind sharp-edged objects. The recirculation zones lead to local 

areas of lower pressure, which are visible as distinct blue and green regions on the contour. The 

alternating bands of low and high pressure in the wake of the obstacles suggest the formation 

of vortex shedding, where pressure fluctuates periodically due to the vortices being shed. This 

unsteady behavior can have a significant impact on any structure downstream, in this case, the 

airfoil. 

As expected for a typical airfoil, there is a high-pressure region at the leading edge of the NACA 

65-421 airfoil. This is due to the stagnation of airflow as it encounters the airfoil. The high-

pressure area is essential for generating lift, as it contrasts with the lower pressure on the upper 

surface. As the flow accelerates over the upper surface (suction side) of the airfoil, the static 

pressure decreases significantly. The green-to-blue gradient over the upper surface indicates 

this region of lower pressure, where the faster-moving air creates the suction necessary for lift 

generation. However, because of the disturbed inflow caused by the upstream obstacles, the 

pressure distribution is not uniform, and there could be areas where pressure increases or 

decreases due to turbulence in the incoming flow. 

The static pressure on the lower surface (pressure side) of the airfoil is relatively higher 

compared to the upper surface. This pressure difference between the upper and lower surfaces 

of the airfoil is the key factor generating lift. However, due to the upstream disturbances, the 

pressure field around the airfoil may fluctuate, potentially impacting the overall aerodynamic 

efficiency. 

The region immediately behind the airfoil shows a drop in static pressure, which is typical in 

the wake of an airfoil. The trailing edge wake forms due to the boundary layers on both sides 

of the airfoil merging from the surfaces. The disturbed inflow caused by the obstacles has likely 

affected the wake structure, leading to possible instabilities and fluctuating pressure values 

downstream. 

In summary, the static pressure contour reveals how the obstacles disrupt the pressure field and 

induce wake effects that propagate downstream, influencing the flow around the airfoil and 

reducing its aerodynamic efficiency. This analysis highlights the importance of considering 

upstream disturbances in practical applications where airfoils may encounter similar obstacles. 
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5.4 Pressure Coefficient (Cp) Distribution 

 

Figure 9. Pressure coefficient along the surface of the airfoil 

Figure 9 shows the pressure coefficient (Cp) plot that offers insight into the pressure distribution 

along the surface of the NACA 65-421 airfoil, which is critical for understanding the airfoil's 

aerodynamic performance. 

At the very beginning of the curve (position = 0), there is a sharp spike in the pressure 

coefficient, with Cp values reaching close to 1.3. This corresponds to the stagnation point at the 

leading edge of the airfoil. At this point, the flow velocity reduces to nearly zero, causing a 

maximum increase in pressure. This behavior is expected as the stagnation pressure occurs 

when the flow is brought to rest as it impacts the leading edge of the airfoil. 

After the initial spike, the Cp rapidly decreases, reaching highly negative values (around -1.2). 

This sharp drop in pressure corresponds to the acceleration of airflow over the upper surface of 

the airfoil, particularly on the suction side. According to Bernoulli's principle, as the flow 

accelerates, the pressure decreases. This low-pressure region is essential for generating lift, as 

it creates a pressure differential between the upper and lower surfaces of the airfoil. 

The minimum Cp (most negative value) occurs at approximately 0.02–0.05 m from the leading 

edge, which aligns with the point of maximum flow acceleration over the airfoil. This rapid 

drop is a characteristic of well-performing airfoils, where the upper surface accelerates the flow 

and creates strong suction. 

As we move further along the upper surface towards the trailing edge, the pressure begins to 

recover, with Cp values increasing back towards zero. This indicates that the flow starts to 

decelerate, leading to an increase in pressure. This pressure recovery occurs as the flow moves 

downstream and over the camber of the airfoil. However, in real-world conditions, if flow 

separation occurs prematurely, this recovery can be less smooth, leading to higher drag. The 

relatively smooth recovery seen in this plot suggests that no flow separation has occurred on 

the upper surface, and the flow remains attached over a considerable portion of the airfoil. 

On the lower surface of the airfoil, the pressure coefficient remains relatively high compared to 

the upper surface, with values around Cp=0.2 to 0.40. This indicates that the flow on the lower 
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surface experiences less acceleration, resulting in higher pressure. The higher pressure on the 

lower surface, combined with the lower pressure on the upper surface, creates the pressure 

differential that generates lift. The Cp on the lower surface stays relatively constant, with only 

a slight decrease towards the trailing edge. This behavior is typical of airfoils with well-

designed camber, where the lower surface pressure does not drop significantly, maintaining the 

lift-producing pressure differential. 

At the trailing edge, the pressure coefficient on both the upper and lower surfaces converges 

towards zero. This is expected, as the flow from both surfaces must meet smoothly at the trailing 

edge, ensuring a streamlined exit of the flow and minimizing drag. 

In an ideal, undisturbed environment, this pressure distribution would indicate efficient lift 

production. However, in the present case, the airfoil is subject to disturbed inflow due to the 

upstream obstacles. While the overall shape of the pressure coefficient curve indicates effective 

performance, the non-uniform inflow may cause localized fluctuations in pressure, particularly 

at the leading and trailing edges, which can affect the overall lift and drag. The pressure 

coefficient distribution demonstrates typical behavior for an efficient airfoil, with a high 

stagnation pressure at the leading edge and a rapid decrease in pressure over the upper surface, 

resulting in strong suction. 

The lower surface maintains higher pressure, contributing to a favorable pressure differential 

for lift generation. The recovery of pressure towards the trailing edge is smooth, suggesting no 

flow separation in the simulated conditions.  

In conclusion, this Cp plot provides an excellent overview of the aerodynamic performance of 

the NACA 65-421 airfoil, but further analysis of unsteady flow effects would be needed to 

understand the full impact of the upstream disturbances. Aerodynamic Coefficients 

5.4.1 Lift Coefficient (Cl):  

 

 

Figure 10. Pressure coefficient along the surface of the airfoil 
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The lift coefficient (Cl) plot in Figure 10, compares the experimental [9] and numerical results 

over multiple time steps, providing insights into the lift performance of the NACA 65-421 

airfoil under disturbed flow conditions. 

The lift coefficient remains fairly constant throughout the simulation, with values around 

Cl=0.36. This consistency suggests that the airfoil is generating steady lift, despite the presence 

of upstream obstacles. The near-horizontal curve across time steps implies that the flow field 

around the airfoil has reached a quasi-steady state, with minimal fluctuations in lift force over 

time. This behavior is expected in simulations and experiments involving streamlined airfoils 

like the NACA 65-421, which are optimized for smooth and consistent lift production. 

The numerical and experimental lift coefficient values are almost identical, indicating excellent 

agreement between the CFD simulation results and the physical experimental data. This close 

match reinforces the accuracy of the numerical model, including the choice of turbulence model 

(RNG k-epsilon), mesh quality, and boundary conditions. The small differences could arise due 

to experimental uncertainties (e.g., measurement error, wind tunnel conditions) or minor 

differences in the computational setup compared to the real-world conditions. Overall, the close 

match between experimental and numerical values validates the accuracy of the simulation. 

This value suggests that the airfoil is effectively generating lift in a turbulent environment, even 

with upstream disturbances. Given that the airfoil is part of the NACA 6-series, which is 

designed for laminar flow and low drag at high lift conditions, the obtained Cl value confirms 

the airfoil’s efficiency in maintaining good aerodynamic performance. The consistent lift 

coefficient indicates that the airfoil is well-suited for applications requiring steady lift under 

turbulent or disturbed conditions, such as low-altitude flight or environments where obstacles 

might interfere with the airflow. 

Despite the presence of upstream obstacles that would disturb the inflow conditions, the lift 

coefficient remains remarkably stable. This suggests that the airfoil can maintain its 

aerodynamic performance even when the incoming flow is disrupted by obstacles.  

In summary, this analysis shows that the NACA 65-421 airfoil performs efficiently with stable 

lift generation, even in the presence of upstream disturbances. This stability makes the airfoil 

suitable for applications requiring consistent lift, such as in aviation or wind energy systems, 

where maintaining steady aerodynamic forces is critical. 
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5.4.2 Drag Coefficient (Cd):  

 

Figure 11. Pressure coefficient along the surface of the airfoil 

Figure 11 compares the experimental [9] and numerical results of the coefficient of drag (Cd) 

over a series of time steps, offering insights into the drag behavior of the NACA 65-421 airfoil 

under the influence of upstream disturbances. 

Also figure 11 shows the drag coefficient remains fairly constant throughout the time steps, with 

values hovering around Cd =0.006. This stability suggests that the flow around the airfoil has 

reached a quasi-steady state, with minimal fluctuation in the drag force over time.  

The numerical and experimental drag coefficient values are very close to each other, 

demonstrating excellent agreement between the simulation results and real-world experimental 

data [7]. This consistency validates the accuracy of the simulation setup, particularly the choice 

of turbulence model (RNG k-), boundary conditions, and mesh quality. While the numerical 

and experimental results are almost identical, there are very small deviations observable at 

certain time steps. These discrepancies could be attributed to experimental uncertainties, such 

as sensor precision, wind tunnel imperfections, or slight differences in flow conditions between 

the simulated and experimental environments. 

The drag coefficient value of approximately Cd =0.006 is quite low, indicating that the NACA 

65-421 airfoil is optimized for minimal drag, which is consistent with its design purpose as part 

of the NACA 6-series, known for laminar flow properties. This low drag is essential for 

maximizing efficiency, particularly in applications such as aircraft wings or wind turbine 

blades, where minimizing drag is crucial for energy conservation and improved performance. 

The consistency across both experimental and numerical data suggests that the flow around the 

airfoil is well captured by the CFD simulation, providing confidence in the simulation's 

predictive capability. 
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6 Conclusions 

This study provided a detailed analysis of the aerodynamic performance of the NACA 65-421 

airfoil at an inlet velocity of 21 m/s using the k- turbulence model. The results showed that the 

airfoil generated significant lift while experiencing moderate drag due to inflow turbulence 

vortex formation. The upstream obstacles played a critical role in enhancing turbulence and 

affecting flow over the airfoil. The k- model effectively captured the complex flow 

characteristics, making it a suitable choice for analyzing high Reynolds number flows in 

aerodynamic applications. 

Vortex formation was observed downstream of the obstacle. The upstream obstacles caused 

disturbances that amplified the vortex strength and increased flow separation on the obstacle 

surfaces and in the downstream wake region. The vortices formed behind the obstacles 

contributed to periodic unsteady forces on the airfoil, affecting both lift and drag.  

The excellent agreement between the experimental and numerical results validates the accuracy 

of the CFD simulation and the turbulence model used. Minor variations between the 

experimental and numerical lift and drag coefficient values could be attributed to experimental 

uncertainties or minor computational setup differences.  

Additionally, the velocity magnitude contours and velocity vectors indicated significant 

acceleration over the upper surface of the airfoil. The flow over the upper and lower surfaces 

remained attached with no flow separation. The flow disturbances caused by the upstream 

obstacles enhanced the size and complexity of the wake, leading to the formation of vortices 

that propagated downstream the blocks. The velocity profiles across different sections of the 

airfoil indicated that the flow transitioned from laminar to turbulent after passing over the 

leading edge, with a significant attached boundary layer along the airfoil’s surface. Also, a 

notable wake region formed behind the airfoil and obstacles, characterized by low velocity. 

The study highlights the importance of accurately modeling turbulence flow to predict real-

world aerodynamic performance. The results can be used to inform future airfoil designs and 

optimize configurations to reduce drag and enhance lift, especially in induced turbulent flow 

conditions. Because the non-uniform inflow may cause localized fluctuations in pressure, 

particularly at the leading and trailing edges, which can affect the overall lift and drag 
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Abstract: Simulating the production of hydrogen gas is a valuable tool for understanding and 
optimizing the underlying processes. In this study, Aspen-Plus is used as a versatile simulation 
software, to model and analyse biohydrogen gas production at standard temperature and pressure for 
a selected sewage treatment plant in Oman. The primary objective is to investigate the impact of 
varying temperature and pressure on the production rates of hydrogen, carbon dioxide, and acetic 
acid, with the aim of selecting optimal conditions for energy efficiency and product yield. The 
simulation findings reveal that temperature fluctuations have negligible effects on hydrogen and 
carbon dioxide production rates. However, acetic acid production is significantly hindered by elevated 
temperatures, leading to a decrease in its yield. To conserve energy and enhance acetic acid 
production for potential alternative uses, an operating temperature of 37°C is recommended. 
Regarding pressure, it is observed that alterations in pressure levels do not considerably affect 
hydrogen and acetic acid production rates. On the other hand, changing in the pressure affects the 
production rate of carbon dioxide. Therefore, the optimal operating pressure condition for mitigating 
the negative impact of carbon dioxide production is 101.325 kPa. By implementing these 
recommended temperature and pressure conditions, hydrogen gas production rates would range from 
approximately 84.76 kg H2/h to nearly 254.54 kg H2/h, depending on variations in the glucose input 
rate (ranging from 500 to 1,500 kg/h). This study demonstrates the efficacy of simulation-based 
approaches in optimizing biohydrogen gas production processes, offering insights that can lead to 
improved energy efficiency and increased yields of valuable byproducts like acetic acid. 

 

 
Keywords: Bio-Hydrogen, Aspen-Plus, Sewage Treatment, Dark Fermentation, Sludge, Process 
optimization. 

 

1. Introduction 
The availability and use of energy plays a pivotal role in global socio-economic development. 
Historically, non-renewable energy sources such as coal, oil, and natural gas have been the primary 
drivers of energy production and have significantly contributed to economic growth and 
industrialization around the world [1]. In recent years the world faces an impressive raising of fossil 
fuel consumption which is due to the economic growth [2]. Globally, the increased production and 
consumption of fossil fuels has had several adverse environmental impacts including global warming, 
air pollution, and increased health risks [3]. Therefore, searching for other sources of energy is 
becoming an essential step. From here, scientists try to find alternative sources of energy which can be 
depleted, as substitute solutions to energy utilization. Renewable energy sources are required to replace 
the conventional sources [4]. Renewable energies such as wind, solar, hydro is used to generate 
electricity from natural sources with considering the positive environmental impacts [5,6,7,8]. 
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1.1. Renewable energies in Oman 

Countries in the Gulf Cooperation Council (GCC) possess around 30% of the world's proven crude 
oil and 22% of global natural gas reserves [9]. Almost 99% of the domestic energy needs are currently 
met through the reliance on oil and gas resources [10], which have an impact to the climate change 
[11]. Addressing these challenges presents an opportunity for the widespread adoption of renewable 
energy on a large scale. However, as of the end of 2018, renewable energy constituted less than 1% of 
the total installed power capacity in the region [12]. In 2019, CO2 emissions from power energy is 
22% [13]. This percentage need to reduce to achieve the target of Oman Vision 2050 [14]. Hydrogen 
energy is another type of the renewable energy which Oman can used instead of the conventional 
energies. It is one of the key elements of a potential energy solution for the twenty-first century [15]. 

1.2. Hydrogen gas production methods 

Hydrogen is a useful energy carrier. It can be converted to electrical energy or serve as fuel or can 
be stored and transported [16]. Hydrogen production plays an important role in the economic growth 
[17]. There are several types of hydrogen gas, as each type has different methods. From here, hydrogen 
gas can be produced from three main processes, which are thermochemical process, electrochemical 
process, and biological process [18]. Thermochemical process is one of the efficient methods to convert 
biomass into biofuel or producer gas (composting of H2, CH4, and CO). Different thermochemical 
processes to produce hydrogen based on the amount of oxygen in the reaction and temperature range 
are shown in Table 1. As listed in the table a process with excess oxygen is known as combustion, with 
limiter oxygen is called gasification and liquefaction, and in absence of oxygen is pyrolysis [19]. 

 
Table 1. Characteristics of thermochemical process. 

 

No. Process Amount of 

oxygen 

Process temperature 

(°C) 

Useful products 

1 Combustion Excess Above 800 Heat 

2 Gasification Limited 700–1100 Gas 

3 Pyrolysis Absence 350–550 Char, biooil 

4 Liquefaction Limited 250–400 Biooil 

 
 

The second process is the electrochemical process which depends on electrolysis. It is an 
electrochemical technique which depends on breaking down the molecules of water to produce the 
hydrogen gas. This process can be achieved by using a low temperature fuel cell including a cathode 
and an anode. The main function of the fuel cells are production of hydrogen and oxygen from water 
[18]. Figure 1 shows the various ways to produce hydrogen gas considering renewable energy, natural 
gas, and coal. 
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Figure 1 Several technologies for hydrogen gas production 

 
 

1.3. Bio-Hydrogen Production 

Biological processes can be summarized in three main categories, the dark fermentation process, 
the photo-fermentation process, and the dark-photo co-fermentation [20]. The photo-fermentation 
process is the process which produce hydrogen gas by using photosynthesis and bacteria with light 
energy [21]. On the other side, hydrogen produced by dark fermentation can be characterized by the 
absence of light and oxygen. In dark fermentation, the bacteria will act as a substrate which consists of 
carbohydrate, proteins, and lipids to produce H2, CO2, and organic acids [22]. The comparison 
between the photo fermentation and the dark fermentation processes is illustrated in Table 2 [23]. 

 
Table 2. The differences between the photo and dark fermentation. 

 
Parameter Photo fermentation Dark Fermentation 
Light demand + − 
O2 demand − − 
Formula CH3COOH+2H2O + light→4H2+2CO2 C6H12O6+6H2O→12H2+6CO2 

Advantages Wide range of feedstock, wide 
spectrum of light. 

Cost-effective, high yields, wide range of 
feedstock. 

Drawbacks Expensive photobioreactors, and light 
dependency. 

Need for effluent treatment, additional 
gaseous by-products (H2S, CO2, CO, 
CH4). 

 

 
1.4. Hydrogen Production via Dark Fermentation 

Dark fermentation is the process which occur under anaerobic conditions which is in the 
acidogenesis phase of anaerobic digestion conditions. Bacteria can be used for producing hydrogen gas 
under dark fermentation [24]. There are two types of microorganisms in dark fermentation which can 
be classified based on the temperature requirement and the oxygen availability. The details of the 
microorganisms can be found in Table 3 [25]. The selection of the Bacteria can affect the hydrogen 
production. For example, the studies show that for every 1 mole of glucose obligate bacteria and 
facultative bacteria, 4 to 2 moles of hydrogen gas would be produced, respectively [25]. 

200



The 10th Jordanian International Mechanical Engineering Conference (JIMEC10), 8-9 Oct. 2024 

 

 

 

Aside from that, hydrogen gas from dark fermentation can affect from other factors like the type of the 
feed. Bio hydrogen gas can be produced from different sources like organic waste from agriculture, 
leachate from landfills, and sludge and treated water from the sewage treatment plant [26]. 

 
Table 3. The differences between the microorganisms in producing bio-hydrogen gas. 

 

Type of 
microorganism 

Requirement 
conditions 

Type of species References 

Obligate (Strict) Anaerobic Clostridium, Ethanoligenens, and 
Desulfovibrio. 

[27] 

Facultative Anaerobic and 
Aerobic 

Enterobacter, Citrobacter, Klebsiella, 
Escherichia coli and Bacillus. 

[28] 

 

 
1.5. Treated Effluent to produce hydrogen gas. 

Water is an important liquid for human life, which is used as a source in many production 
processes [29]. Saving water from scarcity is important topic in many countries around the world [30]. 
From here, wastewater treatment is one of the solutions that can be implemented to improve 
environmental protection and to save water and utilize it in production processes [31]. Sludge is a by- 
product in the biological process of treating polluted water [32]. Sludge is consisting of organic 
contaminants viruses, microplastics, inorganic minerals, and heavy metals [33]. Using the sludge and 
the treated water for producing bio hydrogen gas can be one of the best ways for utilizing both at the 
same time to provide one of the renewable energies. 
1.6. Factors affecting hydrogen production 

There are several factors that can influence the production of bio hydrogen gas, such as substrate 
composition, temperature, volatile fatty acids, and hydrogen partial pressure. 

- Substrate compositions 

Many researchers focus on using organic waste to produce hydrogen gas because this type of 
waste consists of carbohydrate, proteins, and lipids. Carbohydrate-rich substrates having a higher 
effective in bio-hydrogen gas generation. These substrates consist of simple sugar which hydrolytic 
bacteria can be produced like glucose and sucrose. Then these substrates will be utilized by using 
anaerobic bacteria to produce biohydrogen gas. Overall, increasing in the amount of substrate will help 
to increase the production of hydrogen gas [34]. 
- Temperature 

The substrate can be significantly affected by changing temperature which will influence the 
production of hydrogen gas. The results of previous researcher reveal that increasing reaction 
temperature with a proper range will help to enhance the production of hydrogen gas. Also, after having 
several experiments, it was found that the optimum temperature range for producing high amount of 
hydrogen gas by using dark fermentation process is between 37-40 oC and 55-60 oC [35]. 

- Partial Pressure 

Pressure increase inside the reactor will accumulate the lead of hydrogen gas. This will cause the 
inhabitation of the reaction which will reduce the production of hydrogen gas inside the system. The 
extraction of generated hydrogen from the reactor will help to increase the amount of produced 
hydrogen gas [36]. 
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- Hydraulic Retention Time (HRT) 

Hydraulic Retention Time (HTR) is the time used by the substrate to produce hydrogen gas inside 
the bioreactor. The optimum HRT for hydrogen gas depends on the type of the substrate [37] which 
varies between two days to weeks. The HTR also depends on the wastewater and sludge sources as 
reported in the literature. 

Simulating Bio-Hydrogen Gas Production 
Working on many experiments over long period of time will affect the efficiency of hydrogen gas 

production [38]. Simulation is an important tool used to design, run, and optimize the experiments. 
Also, it plays an important role in the interpretation, analysis, and discussion of big and complex data 
to obtain logical physical results [39]. Aspen Plus is a simulation software which is designed to handle 
complex chemical processes with multiple unit operations [39]. 
Simulation of hydrogen production by alkaline electrolysis using Aspen Plus has been proposed by 
Sanchez et al. [40] in which a new custom model of an alkaline electrolysis plant is developed including 
both stack and balance of the plant. Their objective was to analyse the performance of a complete 
electrolysis system. Their simulation results show that overall performance of the system can be 
improved by increasing temperature and reducing pressure. 
Based on our best knowledge from the literature there is no simulation work on the production of 
hydrogen using dark fermentation. Therefore, this study is used to model and analyse the production 
of biohydrogen using Aspen Plus simulation software. Effects of simulation parameters such as 
temperature and pressure on the production yields hydrogen, CO2, and acetic acid with the aim of 
selecting optimum conditions for energy efficiency and production yield. 

 
2. Simulation Analysis and Modeling 

This simulation study helps to optimize the optimum production rate of the hydrogen by using 
sewage water as a raw material. Also, to investigate the byproducts which will be the result of the side 
reactions. The aim of this paper is to explore, the effect of substrate, temperature, and pressure in 
hydrogen production, in addition, to decreasing the discharge of treated water into sea and use as raw 
material of hydrogen gas production. This study was done for a selected Sewage Treatment Plant (STP) 
in Oman as a case study for utilization of hydrogen gas production. Also, Aspen-Plus software is used 
as a tool to know the best conditions for producing hydrogen gas by using the bioreactors. 

2.1 Case study of hydrogen production 

In this section the case study of the hydrogen production is divided into sub-case studies. This 
includes software used for the study, the data of raw material and the usage of treated effluent. 

 
 Simulation Software 
Aspen Plus has been used in this study for the simulation of bio hydrogen production from the 

treated effluents taken from sewage treatment plant in Muscat, Oman. This software provides the 
performance of chemical processes or process modelling tool, which is utilized for optimization, 
design, run a sensitivity study or controlling the chemical processes. It is used for research studies and 
in industries such as oil and gas sector. 

 Raw material 
Feed stock of the simulation study is treated effluent which contains of water and organic matter. 

The raw material is taken from one of the sewage treatment plants in Oman and their production rate 
is 92,800 m3/day [41]. The plant makes benefit of only 50 percent of the production which is used for 
cooling system and irrigation. On the other hand, around 46,400 m3/day of treated water will discharge 
it to the sea. From here, the remaining treated water will be used for producing hydrogen gas and it 
will be the input for the raw material [42]. 
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Components 
• Gulocose 
• Water 
• Hydrogen 
• Methanol 
• Acetic Acid 
• Carbon Monoxide 
• Carbon Dioxide 
• Hydrogen Peroxide 

Method 
• NRTL 

Reaction Type 
• Conversion 

Reaction 

 Usage of Treated effluent 
The STP is selling the treated effluent for cooling system such as heat exchangers and chillers, 

water for firefighter and irrigation. Furthermore, in some countries they use the treated effluent as 
drinking water. Nowadays, most countries are shifting to produce hydrogen based on water 
specifically the sludge and treated effluent. Thus, Aspen Plus is used for simulating the process of 
producing hydrogen gas from STP [42]. 

2.2 Simulation Model Setup of the Study 

 Aspen-Plus Software 
Aspen Plus software is the leading solution for process modelling that gives lot of economic 

benefits throughout the process engineering lifecycle [43]. It is the energy industry’s leading process 
simulation software that is used by top oil and gas producers, refineries, and engineering companies 
for process optimization in design and operations. 
Aspen Plus provides a wide range of thermodynamic models and property methods, allowing users to 
select the most appropriate model for the specific chemicals and reactions involved in bio-hydrogen 
gas production [43]. 
Selecting methods and reaction types for simulating bio-hydrogen gas processes in Aspen Plus involves 
a systematic approach. Begin by defining the specific production pathway and identifying key chemical 
reactions. Choose thermodynamic models and reaction types that accurately represent the biochemical 
processes, considering factors such as kinetics for microbial reactions. Validate the simulation results 
against experimental data and perform sensitivity analyses to understand parameter influences [44]. 

 Properties Setup 
The use of computer-aided process engineering is essential to reach the goal of providing the best 

system for producing hydrogen gas. This section is for considering the reactions that happened during 
the production of hydrogen gas. As it is noted, there are several gasses that can be produced in parallel 
with hydrogen gas production. As seen from Figure 2 that there are seven components used for the 
main reaction and side reactions. The present work analyses the Non-Random Two-Liquids (NRTL) 
mode model to check the relation between components and the production of hydrogen gas using a 
conversion reaction as a reaction type. 

 

 
Figure 2 Components, method, and reaction type of hydrogen gas production. 

 
 

As mentioned earlier, there are two methods to produce hydrogen gas from water by using biohydrogen 
reactor. However, this study will focus on the Dark Fermentation. In this type of reactor, the main 
chemical reaction is: 

 (1) 2ܪ12 + 2ܱܥ6 → 2ܱܪ 6 + 12ܱ6ܪܥ
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Also, there are different side reactions that will produce acetic acid as volatile fatty acids, Methanol, 
Carbon dioxide, Carbon Monoxide and Hydrogen Peroxide as shown below: 

 

 ܱܥ + 2ܱ2ܪ → 2ܱܪ + 2ܱܥ

 3ܱ2 + ܪ3ܱܪܥ 2 → 2ܱܪ4 + 2ܱܥ2

 ܱܥ + 2ܱ2ܪ → 2ܱܪ + 2ܱܥ
 

 ܪܱܱܥ3ܪܥ → ܱܥ + ܪ3ܱܪܥ

(2) 
 

(3) 
 

(4) 
 

(5) 

 
It can be seen from the above equations that the CO and CO2 must be liquefied for simple control, storage and 
selling it to plants which needs this byproduct is also feasible. 

 
 Proposed Process Flow Diagram (PFD) 

 

 
Figure 3 Simulation flow diagram for Hydrogen gas production. 

 

 
From Figure 3, the treated effluent and glucose is stored in tank then it is separated to two reactors by 
using a divider with the help of a pump. Each reactor will receive around 1,160,000 kg/h of raw material 
at standard condition. Then the top product which contains mostly hydrogen gas and carbon gases will 
be mixed by using a mixer and cooled to have vapor fraction less than 1 to enhance the separation. At 
the end, the two-phase flow will enter the flash unit to produce Hydrogen as top product and the carbon 
will leave as bottom product. In another hand, the bottom product of reactor will be pumped to a mixer 
which contains mostly water, unreacted glucose, and acetic acid. After the mixer the mixture will be 
heated to reach vapor fraction above 1 to separate the unwanted gases such as CO2 and CO. At the 
end, the two-phase will enter the flash to separate mostly water with traces of dissolved gases at the 
bottom and carbons as gas phase from the distillate. 
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3. Results and Discussion 

The simulation part focuses on analysing the outcome of the results obtained, based on utilizing 
different graphs comparison technique, for hydrogen production. These results obtained from Aspen 
Plus simulation software by sensitivity analysis include the effect of temperature, substrate flow rate, 
and pressure of the stream inlet on the hydrogen, CO2, and acetic acid production. The weight percent 
of the substrate in water is described in Table 4. The amount of water is 46,400 m3/day. 

 
Table 4. Mass flow and weight percentages for the substrate 

 
Input of Substrate (Kg/h) Substrate in Water (wt.%) 

500 0.022% 
600 0.026% 
700 0.030% 
800 0.034% 
900 0.039% 
1000 0.043% 
1100 0.047% 
1200 0.052% 
1300 0.056% 
1400 0.060% 
1500 0.065% 

 

 
3.1 Temperature change 

 
The effect of temperature on the research appears to aim at understanding how temperature 

changes affect hydrogen gas, carbon dioxide (CO2), and acetic acid production, while maintaining a 
constant pressure of 101.325 Kpa. The results of temperature effects on the reactor products at a fixed 
substrate rate of 1500 kg/hr with reference temperature of 37 oC are listed in Table 5. As seen from 
the results decreasing temperature has no impact on hydrogen production however it enhances CO2 
production and decreases the acetic acid. 

 
 

Table 5. The effect of temperature with fixed substate rate on the production rates 

 
Temperatu 

re (C) 
Hydrogen 

Production 
(kg/h) 

Differenc 
e (%) 

CO2 

Production 
(kg/h) 

Differen 
ce (%) 

Acetic Acid 
Production 

(kg/h) 

Differenc 
e (%) 

7 254.5492409 -0.014% 1211.576434 -20.322% 218.6941884 9.957% 
37 254.5838036 0.000% 1520.585458 0.000% 198.890415 0.000% 
67 254.6033791 0.008% 1588.450038 4.463% 168.4883795 -15.286% 
97 254.6195359 0.014% 1606.659383 5.661% 123.7898137 -37.760% 

 
 

 Hydrogen Production with Temperature change and glucose rate change 

The data from Figure 2 can be used to understand the relationship between glucose input, 
temperature, and hydrogen production by using Aspen Plus Software. To analyse the data presented in 
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Figure 4, it would typically be fine to observe how the changes in glucose input levels for different 
number of runs affect the production of hydrogen gas at each of the specified temperatures (7°C, 37°C, 
67°C, and 97°C) [44], while maintaining a constant water input as 2,000,000 (Kg/h). 
From Figure 4 increasing the temperature has very small effect in hydrogen production [45]. However, 
the major change occurs for changing glucose input rate. For example, input of 500 (Kg/h) of glucose 
which will react with fixed amount of water will generate hydrogen with production rate of almost 
84.79 (Kg/h) with different given temperatures. Also, for the glucose input of 1,500 (Kg/h) with the 
same input rate of water and temperature conditions, the hydrogen production is almost same 254.58 
(Kg/h) for all temperatures [45]. The hydrogen gas will be separated with separation column (F-101) 
as the output of stream coming out from top product of reactor (R-101 and R-102). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Hydrogen Production with Temperature and Glucose rate change. 

 

 
 Carbon Dioxide Production with Temperature and glucose rate change 

The observations highlight the influence of the glucose input rate on carbon dioxide production 
in the system. While temperature does have some effect, it appears to be secondary to the impact of 
varying the glucose input rate. 
As represented in Figure 5, rising the temperature has small impact in carbon dioxide production as by 
product but, the major change occurs for changing glucose input rate. For instance, input of 500 (Kg/h) 
of glucose which will react with 2,000,000 (Kg/h) of water at 37 oC and 97 oC will produce carbon 
dioxide with production rate of approximately 459.78 (Kg/h) and 533.56 (Kg/h), respectively. Also, 
for the glucose input of 1500 (Kg/h) with the same input rate of water and temperature of 37 oC and 
97 oC, the carbon dioxide production will increase significantly to reach 1211.57 (Kg/h) and 1606.65 
(Kg/h), respectively. The carbon dioxide will be liquefied by heat exchanger and will be separated with 
separation column (F-101) as the output of stream coming out from top product of reactor (R-101 and 
R-102). 
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Figure 5. CO2 Production with temperature and glucose rate change 

 

 
 Acetic Acid Production with Temperature and glucose rate change 

The observations suggest that temperature has a significant and inverse effect on the production 
of acetic acid in your system, while glucose input rate positively influences its production. This 
information can be valuable for controlling and optimizing the production of acetic acid. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6. Acetic Acid Production with Temperature and Glucose rate change 
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When the glucose input is 1500 Kg/h and the temperature is 7°C, the production rate of acetic acid 
is 218.69 Kg/h. However, when the temperature is increased to 97°C under the same glucose input 
conditions (1500 Kg/h), the production rate of acetic acid decreases significantly to 123.78 Kg/h. 
Similarly, when the glucose input is reduced to 500 Kg/h at 7°C, the production rate of acetic acid is 
72.89 Kg/h. But when the temperature is increased to 97°C under the same glucose input conditions 
(500 Kg/h), the production rate of acetic acid decreases to 60.87 Kg/h. 

 
3.2 Pressure Changes 

The influence of pressure on the production of hydrogen, carbon dioxide, and acetic acid has been 
studied at constant temperature at 37°C, constant substrate flow rate of 1500 kg/hr, and reference 
pressure of 101.325 kPa and the results are shown in Table 6 with. As can be seen from the results 
increasing pressure has no influence on the hydrogen and acetic acid production rate but reduces the 
CO2 production. 

 
 

Table 6. The effect of pressure on the production rate at a fixed substrate flow rate 

 
Pressure 

(kPa) 
Hydrogen 

Production 
(kg/h) 

Difference 
(%) 

CO2 
Production 

(kg/h) 

Difference 
(%) 

Acetic Acid 
Production 

(kg/h) 

Difference 
(%) 

101.325 254.5492409 0.000% 1520.585458 0.000% 218.6679415 0.0000% 

202.65 254.4648304 -0.033% 1428.549447 -6.053% 218.6823717 0.0066% 

303.975 254.3433192 -0.081% 1346.040299 -11.479% 218.6871273 0.0088% 

405.3 254.2195235 -0.130% 1271.049655 -16.411% 218.6895234 0.0099% 

 
 

Figure 7 illustrates the hydrogen output under different pressure conditions while varying the glucose 
input. The water input is mentioned as being fixed or constant throughout the experiment, with a value 
of 2,000,000 kg per hour. 
Increasing the pressure in the reactor has relatively little impact on the production of hydrogen. The 
primary factor influencing hydrogen production appears to be the rate at which glucose is consumed. 
The largest change in hydrogen production occurs when the rate at which glucose is consumed changes. 
When 2,000,000 kilograms per hour of water and 1,500 kilograms per hour of glucose are combined, 
hydrogen is produced at a rate of almost 254 kilograms per hour. 
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Figure 7. Hydrogen Production with pressure and glucose rate change 

 

 
 Carbon Dioxide Production with Pressure change 

Figure 8 shows a different aspect of the study process, specifically the production of Carbon 
Dioxide in response to varying glucose input, pressure levels, and a constant temperature of 37°C. 
Increasing pressure has little effect on Carbon Dioxide production as a byproduct. This suggests that 
changes in pressure levels do not significantly impact the rate of CO2 production. The significant shift 
in CO2 production is primarily determined by the rate of glucose input, as indicated by temperature 
analysis. Higher glucose input rates result in higher CO2 production. 
When 500 kilograms per hour of glucose reacts with 2,000,000 kilograms per hour of water at 101.325 
Kpa and 202.65 Kpa, it produces roughly 510.17 kilograms per hour and 481.728 kilograms per hour 
of CO2, respectively. This demonstrates the impact of pressure on CO2 production at a lower glucose 
input. When using a glucose input rate of 1,500 kg/h, a water input rate of the same amount, and 
pressures of 101.325 Kpa and 202.65 Kpa, the CO2 flow rates are 1520.58 kg/h and 1428.54 kg/h, 
respectively. This illustrates the relatively small effect of pressure on CO2 production at a higher 
glucose input. 
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Figure 8. Carbon Dioxide Production with Pressure change 

 

 
Carbon Dioxide will exist in two phases (gas and liquid) under high pressure. These phases are 
separated using separation columns (F-101 and F-102). The output streams from the top and bottom 
products of the reactor (R-101 and R-102) are processed to separate and collect the different phases of 
CO2. 

 
 Acetic Acid Production with Pressure change 

Changes in glucose input and pressure levels affect the production of acetic acid in a chemical 
process with a constant temperature and fixed water input. Figure 9 shows how these variables impact 
acetic acid output. Figure 9 illustrates the production of acetic acid as an output in response to varying 
glucose input, pressure levels, and a constant temperature of 37°C. As it is clear from Figure 9, the 
production of acetic acid is not affected by the pressure. When glucose is added at a rate of 500 kg/h, 
acetic acid is produced at rates of around 72 kg/h for different levels of pressure. This demonstrates 
that pressure has a minimal impact on acetic acid production. 
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Figure 9. Acetic Acid Production with pressure change 

 
 
 

3.3 Selection of Optimum Temperature and Pressure for Outputs 

The findings of the biohydrogen gas process suggest that controlling the glucose input rate 
and maintaining a specific temperature and pressure can optimize the production of hydrogen, carbon 
dioxide, and acetic acid in the process. It's essential to consider these factors when designing or 
optimizing the production process for these chemicals. 
Hydrogen and carbon dioxide production rates are not significantly influenced by changes in 
temperature. On the other hand, acetic acid production is negatively impacted by increasing 
temperature, as higher temperatures lead to a decrease in acetic acid production. 
Pressure changes do not have a significant impact on hydrogen and acetic acid production rates. 
However, carbon dioxide production rates increase with higher pressure, indicating a positive 
correlation between pressure and carbon dioxide production. 
The most significant factor affecting the production rates of hydrogen, carbon dioxide, and acetic acid 
is the glucose input rate. Increasing the glucose input rate leads to higher production rates of hydrogen, 
carbon dioxide, and acetic acid. 
Based on the analysis, to save energy and increase acetic acid production, the recommended operating 
temperature is 37°C. Also, the best operating pressure condition is 101.325 kPa to mitigate the negative 
impact of CO2 production [45]. These conditions result in the production of approximately 84.76 kg/h 
of hydrogen to almost 254.54 kg/h of hydrogen when the glucose input rate varies between 500 and 
1,500 kg/h. 

 
4. Conclusions 

 
Simulating the production of hydrogen gas can be a valuable tool for understanding and 

optimizing the processes involved. Computer simulations allows to model the behaviour of hydrogen 
production systems, assess various parameters, and predict outcomes without the need for physical 
experimentation. Aspen-Plus is widely used in industries such as petrochemicals, refining, and energy 
production, where hydrogen plays a crucial role. Engineers and researchers use it to design, analyse, 
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and optimize hydrogen production systems, assess the impact of process changes, and ensure the 
efficiency and safety of hydrogen-related processes. It is a versatile tool that can be tailored to specific 
applications, including hydrogen gas production from various feedstocks. For Biohydrogen gas 
production process from sewage treatment plants, Aspen-Plus software is used to study the impact of 
changing the temperature and the pressure to the hydrogen, carbon dioxide, and acetic acid production 
as presented in this paper, considering optimum temperature and pressure. Based on the analysis, 
hydrogen and carbon dioxide production rates are not significantly influenced by changes in 
temperature. On the other hand, acetic acid production is negatively impacted by increasing 
temperature, as higher temperatures lead to a decrease in acetic acid production. In order to save energy 
and to increase the production of acetic acid which can be used for other purposes, the operating 
condition for the temperature is 37°C. Also, pressure changes do not have a significant impact on 
hydrogen and acetic acid production rates. However, carbon dioxide production rates increase with 
higher pressure. The best operating condition for the pressure is 101.325 kPa, this will help to reduce 
the negative impact of CO2 production. The production of hydrogen gas using these optimum operating 
conditions improved the obtained results from approximately 84.76 kg H2/h to almost 254.54 kg H2/h, 
by varying the glucose input rates between 500 and 1,500 kg/h. 
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Abstract: Tactical or MALE UAVs have a very high price components and any failure could lead to 

catastrophic consequences. By improving fault tolerance and reliability, this project aims to maintain 

safe navigation and mission continuity even in challenging conditions. The Triple Modular 

Redundancy (TMR) for UAV autopilot ensures reliable operation despite potential autopilot failures. 

The current phase of the autopilot TMR project focuses on autopilot outputs only, excluding 

redundancy for other components, such as sensors. TMR utilizes three parallel autopilot systems, with 

a voter that work based on a logic to determine the correct output by comparing the autopilots output 

and eliminating any deviating signals. This system ensures continuous functionality in complex 

environments and avoids risks associated with malfunctions. The voter logic employs a majority 

principle to manage differences among autopilot outputs, ensuring that any faulty output is excluded 

from the control process. Currently, the ground station connects to the TMR system via external 

transceiver, while autopilots communicate internally with the voter through a CAN bus. Data from 

each autopilot is compared in the voter system based on control surfaces deflections. The system 

checks for Variances, values outside the normal behavior, and noise. A scoring system is included to 

prioritize reliable autopilots. 

Keywords: Triple Modular Redundancy; Reliability; Fault Tolerance; Fault Detection. 

 

1. Introduction 

This study focuses on enhancing the reliability of systems that require high availability, such as 

those used in safety-critical applications. The Triple Modular Redundancy (TMR) approach uses three 

identical components to provide fault tolerance. If one component fails, the other two can still function 

correctly, allowing the system to continue operating. Previous research has shown that TMR can 

significantly reduce the risk of system failure. The aim of this work is to design and implement a TMR 

system that maintains performance and reliability. 

F S Pranoto et al. [1] designed a preliminary redundancy management system for the LAPAN 

Surveillance Aircraft (LSA-02) automatic flight control system (AFCS). Their approach used a 

combination of cold standby redundancy for critical actuators and dual modular redundancy (DMR) 

for flight control computers. The results indicated that the redundant system enhances safety by 

mitigating risks during critical component failures. 

Li et al. [2] presented a Triple Modular Redundancy (TMR) solution aimed at enhancing hardware 

security, specifically to counteract potential supply chain attacks such as hardware Trojans. Using an 

FPGA-based implementation of soft-core processors, they tested the system with four benchmark 

applications, including UAV autopilot systems. Their results showed that the TMR setup successfully 

prevented hardware Trojans from causing significant harm. 

Feldstein et al. [3] designed a fault-tolerant flight control system based on a Triple Modular 

Redundancy (TMR) configuration. Implemented on a PC/104 embedded platform, their system was 

tested using Microsoft Flight Simulator to validate its ability to tolerate a single fault during flight 

operations. Their results indicated that while the system could handle one fault, further work is required 

to meet real-time performance requirements necessary for operational flight control systems 

2. Materials and Methods  

The TMR system consists of three identical processing units and a voting mechanism to ensure 

accurate decision-making. Each component operates independently but provides its output to the voter, 

which selects the most common output. 
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2.1 Software in the loop simulation (SILS) components 

The TMR SILS model consists of three independent autopilot models that receives the same data 

from the ground station. The outputs of these three autopilots then goes into the mathematical model 

of the aircraft. The states of the UAV are then sent from the mathematical model to the three autopilot 

models. Based on these states, each autopilot then evaluates the deflection for the UAV control 

surfaces. 

The output deflections then go into the voting algorithm to check the validity of each autopilot 

outputs and select one autopilot outputs to be sent to the ground station. 

2.2 Hardware in the loop simulation (HILS) components 

The HILS model consists of three autopilot boards and a voter processing unit mounted on to the 

redundancy management board. The TMR management board powers the autopilot boards and 

connects them to the sensors and actuators through the main connector. An illustrative structure is 

shown in the following figure 

 

 

 

2.2 Voting method and algorithm 

The main method used in the voting process is the majority voting, where the output data of each 

autopilot is compared relative to each other, if the error between one of the autopilots with the other 

two exceeds a certain threshold, this auto pilot is labeled as failure autopilot and excluded from the 

voting process. 

There is a scoring system used to indicate which autopilot is more reliable than others. The score 

of each autopilot depends on the healthy operating time. So, when one of the autopilots is declared as 

a failed autopilot, its score will drop down rapidly. 

3. Results and Discussion 

Currently, the project is in the development phase, and final results are pending. Initial tests have 

shown that the design works as expected under controlled conditions. 
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Figure 1: SILS Model Results 
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In the above figure, the first section shows the health of each autopilot outputs, where the 

fluctuation indicates a failure in the autopilot. The second section shows the score of each 

autopilot, a positive slope indicates increase in the score and a negative slope indicates 

decrease in the score when a failure occurs. The last part shows the number of the selected 

autopilot. 

4. Conclusions 

In the conclusion, the preliminary tests show promising results, where the system behaves as it 

should. If an autopilot fails, the voter switches the selected autopilot to the highest score healthy 

autopilot, and the score of the failed autopilot will drop rapidly. Future tests will evaluate the system's 

performance under various failure scenarios. 
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Abstract - People are blessed with five senses. Losing any of 

them, makes the life of that person as well as the surrounding 

people very hard. This paper presents a system that focuses on 

helping people who lost the sight sense (i.e., blind people), their 

families, and their close people to live easier and to engage the 

blind people in the society and in the life, especially in the 

educational process. In this paper, we propose a system that can 

translate Arabic and English text files into Braille Language. 

Specifically, the proposed system is composed of two parts: a 

hardware device that performs Braille translation and an 

Android application. The application is used to send a text file 

via Bluetooth to the hardware device. The hardware device is 

composed of 48 solenoid motors controlled by an Arduino-

Mega2560 to translate text files into Braille language word by 

word. To achieve this goal, the microcontroller reads a text file 

word by word, and starts moving a set of solenoid motors up and 

down to form a word that can be read by visually impaired 

people. Additionally, the user can choose to convert the text file 

into voice record.  

The proposed system was tested on visually impaired people 

and people who want to learn Braille language. The results were 

impressive where we found that 100% of the people who did the 

test agree that the suggested system contributes in enhancing the 

education process for visually impaired people. Also, they 

agreed that the proposed system facilitates the communication 

and involvement of blind people in the society. Results 

demonstrated the effectiveness of our device in correctly 

reproducing alphanumeric content, and opening promising 

perspectives in every-day life applications. 

Keywords: embedded systems; Braille language; solenoid; 
blind people 

I.INTRODUCTION 

Sight is a blessing that not all people have it. People who 
have a visual disability are called Visually Impaired people 
(VI) or blind people. Visual impairment can be defined as the
reduced ability to see which causes problems in vision that
are not fixable by usual means, such as glasses [1]. The
estimated number of people who are visually impaired in the
world is 285 million divided into 39 million blind and 246
million low vision [2].

VI people face difficulties to perform everyday routines 
and activities such as learning, writing, and especially 
reading. Therefore, a special language called Braille language 
was invented in 1824. Even though Braille has made reading 
easier for the VI people, there are still problems with the size 
of the printed materials. In addition, Braille printers are of 
high cost and unavailable everywhere. Also, printing one 
Braille page costs between (30$ to 50$) [3], which is very 

expensive, especially for VI students and those who need 
printed materials around the clock.  

On the other hand, technological solutions are being 
increasingly used in different areas. Also, they have a 
massive impact on many aspects of our lifestyle. Therefore, 
it is necessary to use technology to simplify the life of regular 
as well as disabled people.  

The Main idea of our system is to present a solution that 
assists blind people who use Braille language for reading. We 
present a hardware device which simplifies the process of 
converting any text file whether it is in Arabic or in English 
into Braille language, and consequently eliminates the need 
for physical Braille printers. We will use 48 Solenoid motors 
instead of Braille printers to translate a text file into Braille 
language. Specifically, each six solenoids on the device will 
represent a letter, and each set of letters will represent a word. 

For the proposed system to be more complete and usable 
by the VI people, the proposed system has the option of 
translating the text file into voice record. Additionally, the 
proposed system includes a learning feature which allows 
regular people to learn Braille language in Arabic and 
English. 

The outline of the paper is as follows: in Section 2, some 
background and similar systems are introduced. The design 
and implementation details of the proposed system are 
presented in Section 3. Then, the results from using the 
system are summarized in Section 4. Finally, we conclude 
and give some future work directions in Section 5. 

II.BACKGROUND AND RELATED WORK

This section is divided into two parts: the first part gives 
background information about Braille language, Arduino, 
and Solenoid motors. The second part introduce a survey of 
some related work. 

A. Background

Braille is a special language that was invented in 1824. In 
Braille, letters are formed as six touchable dots that can be 
touched by VI people to represent letters. Based on which 
dots are raised and which are not, the letters are formed. 
Different letters have different patterns of these dots. Also, 
each language has its own representation of the letters using 
these dots. The dots’ positions are identified by numbers from 
one to six [4]. Interestingly, reading is from left to right in all 
languages. Each six dots form a cell, where the cell can be 
used to represent a letter, number, punctuation mark, or even 
a word as shown in Figure 1 and Figure 2 for English and 
Arabic Braille alphabets, respectively.       
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Figure 1 - English Braille alphabets [5] 

Figure 2 - Arabic Braille alphabets [6] 

The microcontroller to be used for this system is Arduino. 
Arduino boards can read inputs and turn them into outputs. 
To do so, the Arduino programming language (based on 
Wiring) can be used.  

Solenoids are basically electromagnets motors which 
result in linear motion: they are made of a big coil of copper 
wire with a piece of metal in the middle. When the coil is 
energized, the metal is pulled into the center of the coil. This 
makes the Solenoid motor to pull and push (ON or OFF). 

B. Related Work

To overcome the problem of high cost Braille books, 
development of efficient Braille reading devices has been 
investigated by many researchers. Zhou et. al. developed a 
portable Braille reading system based on electro-tactile 
display technology [7]. Their system has three main parts: 
six-channel electro-tactile stimulator, a flexible electrode 
array for Braille display, and a graphical user interface (GUI) 
for monitoring and control. The authors proposed two Braille 
reading strategies, these are: spatial mode and sequential 
mode. In the spatial mode, the six dots are ON and OFF at the 
same time to represent one letter. On the other hand, in 
Sequential mode, the six dots are raised sequentially one after 
the other. Electro-tactile display is a haptic device that 
directly generates sensations with electric current [8]. By 
using surface electrodes, the electro-tactile display can 
stimulate receptors within the skin. 

Aranyanak et. al. [9] designed a high-resolution finger-
tracking system which utilizes components which provide 
temporal and spatial resolution of finger movements. They 
used a Nintendo Wii gaming device in their system which 
contains built-in infrared camera, which can calculate the 
positions of up to four infrared light sources.  The used 
tracking system comprises a refreshable braille display, a 
Wiimote, four infrared LEDs, and a laptop that integrates the 
components. Hand tracking is accomplished by attaching an 
infrared LED to one or two of a subject’s reading fingers and 
using feedback from the Wiimote’s infrared camera to 
determine the locations of the two light sources. To display 
braille characters under computer control, they used the Easy 

Braille refreshable display. This is an electromechanical 
device that comprises 40 braille cells. To display the braille 
dot patterns, small rounded pins are raised and lowered 
through holes in the cell surface.  

Breidegard et al. [10] introduced an automatic finger-
tracking system (AFTS) for identifying finger location in 
video recordings of braille readers. The AFTS used an 
algorithm based on template matching and filtering to detect 
and track the readers’ fingertips. The system had two 
cameras. The first camera was placed underneath a 
semitransparent braille sheet mounted on a transparent glass 
plate. Its spatial resolution was 768 × 576 pixels, and the 
resolution of a second camera, located at an angle above the 
fingers, was 320 × 240 pixels. The frame rates of both 
cameras were 25 FPS. 

Hughes [11] constructed a device for examining the 
movement kinematics of braille readers. The equipment 
comprised a digitizing tablet about 30 cm square with a 
spatial resolution of 0.1 mm. The tip of a digitizing pen was 
attached to the end of the dominant reading fingertip and 
connected to the pen’s electronics, which were mounted 
separately on the reader’s forearm. The tip of the pen was 3–
10 mm distant from the reading finger’s center, and the 
reading surface was not touched by the pen. The sampling 
rate of the system was 100 Hz. 

A system called Tactile was invented by a team from MIT 
[12]. Their device can display six characters at a time, and 
has a built-in camera. Users can place it down on a line of text 
with the press of a button then the device takes a picture. 
Optical character recognition (OCR) then takes over, 
identifying the characters on the page using Microsoft’s 
Computer Vision API. Then the software translates each 
character into braille and subsequently triggers the 
mechanical system in the box to raise and lower the pins. 

In [13], the authors designed a Braille display device 
operates by electronically lowering and raising different 
combinations of pins to produce in Braille what appears on a 
portion of the computer screen. The Braille display takes the 
information that appears on the computer screen, translates it, 
and displays it in Braille one line at a time. A line of 
refreshable Braille consists of a series of electronically driven 
pins that pop up to form Braille characters. When the cursor 
on screen moves across a line or down the page, the Braille 
line changes to reflect what is currently under or near the 
cursor. This is called refreshable.  

Since Braille Language Translator is an enhancement of 
Braille Translators, showing differences between them is 
very important. First, translation will be for both English and 
Arabic text files into Braille language. Also, the proposed 
system can be used by people without visual or hearing 
problems to learn Braille and Sign language and simplify the 
communication with blind and deaf people.  

III.SOLUTION DESCRIPTION AND IMPLEMENTATION

The proposed system is a Braille translator that consists 
of two parts: An Android application and a hardware device. 
The Android application is used to upload text a file and 
consequently send it via Bluetooth to translate it into Braille 
language. Then, the hardware will start mapping the received 
text letters with the proper Braille characters and view them 
in sequence. Another option is supported by the Android 
application for blind users is translating the uploaded text file 
into a record. In Figure 3, the overall structure of the system 
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is displayed. The objective behind using potentiometer is to 
control the speed of displaying the text in Braille language.  

Figure 3 - System structure 

Figure 4 shows the workflow of the system. Specifically, 
if the user clicks “Braille Language” button; the two “upload 
text file” buttons will appear to enable the user to upload a 
text file written in English or Arabic. After uploading a text 
file, the user can choose to translate the text file either into 
record or by the hardware device. If the user clicks on 
“Translate into Record” button; then the selected text file will 
be translated into voice record. But if the user clicks on 
“Translate by device” button; then a socket between the 
sender side (the application) and the receiver side (the 
hardware device) will be opened which establishes a 
connection. Then, the sending process begins sending the 
selected text file to the device.  

If the user clicks on the “to learn button”, either in Arabic 
or in English, another page will be opened to enable him/her 
to insert the needed text to translate.  

The proposed Braille Language Translator (BLT) mobile 
application was simulated via Android virtual device (AVD) 
simulator. AVD is a simulator which allows the developer to 
define the characteristics of any Android device. The AVD 
simulator can be managed from an AVD manager which can 
be launched from the Android Studio.  

The application is designed to be easy and simple for 
blind people to use because they will asked to click three 
buttons only which can be done with the help of TalkBack 
feature or somebody else. To send the text file to the hardware 
translator or to translate the uploaded text file into record, 
“Braille Language” button must be clicked as shown in 
Figure 5, where the screen in Figure 6 will be displayed. This 
screen allows the user to select any English or Arabic text file 
from the mobile storage to be translated. 

Figure 5 – Main menu 

Figure 6 - Upload Arabic or English text file 

After the user chooses a certain Arabic or English text 
file, another page will automatically open which shows 
additional buttons as shown in Figure 7.  

Figure 7 - Braille translation options 

If the user chooses “Translate into Record” button, the 
uploaded text will be translated into voice record using the 
text to speech (TTS) feature of the Android operating system, 
whether the text is in Arabic or in English. This design 
enables the uneducated blind people to read text files by 
listening to their records. If the user chose “Translate by 
device”, the text file will be sent to the hardware device via 
Bluetooth which will perform Braille language translation.  Figure 4 - Braille translator flow diagram 
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The proposed system also allows any person to learn 
Braille language using the hardware device. To do this, when 
the user clicks on “To learn” in Figure 8, the screen in Figure 
8 will be displayed. Then, the user can first enter the target 
text in the “Enter text” space, and press “Translate into 
Braille” button, then the entered text will be translated into 
Braille language by the hardware device.  

Figure 8 - Translate into Braille 

A. The Hardware Translator Design

In this section, the hardware part will be explained in 
detail. The hardware part consists of: Arduino controller, 
Bluetooth module, Potentiometer, and Solenoids. 

The Arduino is the main brain and controller of the whole 
system. It has the following main functions: 1) controls the 
Bluetooth to receive the data from the application, 2) map the 
text received from the application to the proper Braille 
character, 3) controls the solenoid motors to switch them ON 
and OFF to represent characters, and 4) control the speed of 
showing the words in Braille language with the help of the 
potentiometer. 

The communication between the mobile application and 
the hardware device is done in Bluetooth because it consumes 
low power compared to other communication systems like 
radio or Wifi. The Bluetooth module is an external 
component used to connect smartphones, computers, and 
tablets to an Arduino board. It is designed for transparent 
wireless serial communication. In the proposed system, the 
Arduino needs to receive a text from the application via 
Bluetooth. To achieve that, a HC-06 Bluetooth module was 
programmed and installed. 

As mentioned earlier, Braille language represents a 
character using six cells. In the proposed system, solenoid 
motors correspond to those tiny cells such that when the 
solenoid motor is ON, the bump is there, and when the 
solenoid is OFF, the bump is not existing. Solenoids have a 
very important role in this project; even though several 
technologies were considered before choosing Solenoids 
such as Servomotors, but eventually Solenoid was the best 
choice because it is reliable, gives linear motion, and works 
in ON/OFF mode rather than rotate in specific angles. Also, 
it is fast and resistant to errors.  

To control the speed of displaying the words in Braille 
language on the Solenoid motors, a potentiometer is used. 
Effectively, the potentiometer is a variable resistor and a 
voltage divider. To control the potentiometer resistance, it 
has a knob that helps the user to control the resistance value 
manually. The potentiometer is connected to the Arduino as 

an Analog pin, so it works as a value sensor, and this value is 
mapped to speed value through a mapping function. 

IV.RESULTS 

In this section, the results of the proposed system will be 
demonstrated along with the testing criteria that was 
followed.  

A. Application Testing

Several test cases were used to verify any feature or 
functionality in any software application. In order to verify 
the proposed application functionalities, we must test 
Android availability on the devices and other functionalities 
that are implemented in the system. 

As mentioned earlier, Talkback feature is very important 
when it comes to VI applications. Thus, it was very important 
to ensure that all buttons and pop-ups would support the 
Talkback feature and that the device would clearly speak each 
button’s name out loud. All buttons were tested against the 
talkback feature, and they were read in voice. Therefore, the 
talkback feature is working fine.  

Table 1 shows the time needed for the application to send 
the chosen text file according to its size to the hardware 
device. As Table 1 shows, the application proved sufficiency 
when it comes to delays, as the average delay needed was not 
that long (i.e., in seconds per file). Additionally, the 
application supports both “.txt” and “.pdf” files.   

Table 1 - Transmission time for different file sizes 

Text Size (KB) Transmission Time (Sec) 

0.5 1.5 

1.5 4.34 

2.5 5.2 

B. Hardware Testing

As a first step of hardware testing, the code should be 
checked before constructing the actual circuit. This is because 
Solenoids are relatively expensive. Consequently, LEDs 
were connected instead of Solenoids as shown in Figure 9. 
They were mapped to represent what the Solenoids would do 
in the final circuit. For example, to raise the solenoid, we 
turned ON the LED. Specifically, we connected 48 LEDs to 
represent a word of up to 8 letters, 6 LED per letter. We 
started displaying the words on LEDs. The result was 
completely true. Controlling LEDs and Solenoid motors will 
have the same code (motor High is LED on, and motor Low 
is LED off). Therefore, the code was fully ported without any 
modification.  

Figure 9 - LEDs connection 
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After making sure the Arduino code and other system 
components are correctly running and completely functional, 
the final circuit was constructed using Solenoids. Then, 
extensive tests were done on Arabic and English letters and 
words. The results were excellent, where the Braille language 
translation device is functioning 100% correct. We are 
showing a sample of the results in Table 2 and Table 3. In 
these tables, the output of the translator and its corresponding 
Braille is displayed for Arabic and English letters in 
sequence. 

Table 2 - Sample of Arabic letters in Braille and on the 
translator 

Arabic 
character 

Braille 
Representation 

Translator 
Representation 

 أ

 ب

 ت

Table 1 - Sample of English letters in Braille and on the 
translator 

English 
Character 

Braille 
Representation 

Translator 
Representation 

A 

B 

C 

A text file containing the Arabic word “مرحبا” (Merhaba) 
which means “Hi” in English was also sent and it was 
displayed correctly as shown in Figure 10. 

Figure 10 - Arabic word "مرحبا" (means hello) in Braille 

One challenge and limitation which exist in the Arduino 
programming language is that it does not support Arabic 
letters. We overcame this restriction by using an encoding 
technique to map the Arabic letters into non-English symbols 
that can be understood by Arduino. Therefore, when the user 
uploads an Arabic text to be translated into Braille, the 
application will read each character and replace it with 
symbols as shown in Table 4. 

Table 4 - Coding Arabic letters into Braille 

Arabic 
Letter 

Encoded 
Symbol 

Arabic 
Letter 

Encoded 
Symbol 

 * ع 0 ا

 ) غ 1 ب

 ( ف 2 ت

 _ ق 3 ث

 - ك 4 ج

 = ل 5 ح

 + م 6 خ

 ? ن 7 د

 ] ه 8 ذ

 [ و 9 ر

 } ي ~ ز

 { ء ! س

 | أ @ ش

 : ؤ # ص

 ; ئ % ض

 > إ ^ ط

 < ى & ظ

 , ة

C. Survey Results

To ascertain whether the proposed system achieves its 
objectives or not, we prepared a survey on the quality and 
effectiveness of this system. The survey checks whether the 
targeted users have benefited from the services provided by 
the application. The survey was distributed among 106 
people including both blind and people who want to learn 
Braille. The survey questions and statistical results are shown 
in Table 5 below. 
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Table 5 - Braille translator survey results 

Q1: Select age group: 

12-20 years 21-30 
years 

Older than 30 years 

30.2% 43.4% 26.4% 

Q2: The purpose of using the application? 

Blind To learn 

5.7% 94.3% 

Q3: Have you ever used a phone app specifically designed 
for blind? 

Yes No 

35.8% 64.2% 

Q4: Do you want to translate the text by audio record or 
device? 

Audio recording Device 

64.2% 35.8% 

Q5: Do you think Braille's translated texts are 
understandable and clear? 

Clear Medium 
Clarity 

Unclear Unacceptable 

73.6% 22.6% 3.8% 0% 

Q6: If you choose a translation by voice recording, is the 
recording clear and clear? 

Clear Medium 
Clarity 

Unclear Unacceptable 

86.8% 11.3% 1.9% 0% 

Q7: In case you choose to translate through the device, is 
the device's translation of the text clear? 

Clear Medium 
Clarity 

Unclear Unacceptable 

77.4% 20.8% 1.9% 0% 

Q8: If the app is used for the purpose of education, do 
you think it will enhance the educational process? 

Yes No 

100% 0% 

Q9: Do you think this system could help communicate 
better in society? 

Yes No 

100% 0% 

Based on the survey results, it is estimated that most of 
the people who fill the form (43.4%) are from the range of 
age between (20-30 years). Most of them (94.3%) want to 
learn Braille language. There were (64.2%) of them who have 
never seen an application specially designed for blind people, 
which means that the applications for blind people are not 
popular enough.  

We asked the surveyed people to select the way which 
they wanted to translate the text file either by the hardware 
device or by voice, we found that (64.2%) prefer to translate 
the text file into a record, and (35.8%) prefer to translate it by 
the hardware device.  

People who chose to translate the text file by the hardware 
device (73.6%) see that the translated text is clear and 

(22.6%) of them see that it is medium clarity, also people who 
prefer to translate the text into the record most of them 
(86.8%) have seen that the record is clear enough. 

The result shows that most of them think that if we use 
our application in both communicating and education it will 
enhance each of them. 

V.CONCLUSION 

We have designed and built a system that allows a user to 
choose a text file from the user’s mobile phone, establishes a 
Bluetooth connection with a hardware Braille translator and 
send the file to the translator. The Braille translator, when 
receives the file from the application, represents each 
character with its corresponding Braille letter, and displays 
the words clearly for the user with the help of 48 solenoid 
motors. Additionally, the application can translate the 
selected file into a voice record. The proposed system helps 
people who are willing to learn Braille language using a 
feature dedicated for that. 

References 

[1] Patil, S., Raut, A. and Jaiswal, S., E-VISION Eyes for
Visually Impaired using Smartphone Implementing
Object Detection.

[2] https://www.who.int/news-room/fact-
sheets/detail/blindness-and-visual-impairment accessed 
27/7/2022 

[3] Chowdhury, D., Haider, M.Z., Sarkar, M., Refat, M.,
Datta, K. and Fattah, S.A., 2018. An intuitive approach to
innovate a low cost Braille embosser. International
Journal of Instrumentation Technology, 2(1), pp.1-17.

[4] Kitchings, R.T., Antonacopoulos, A. and Drakopoulos,
D., 1995. Analysis of scand braille documents. Document
Analysis Systems, Bd, 14, p.413.

[5] Padmavathi, S., Reddy, S.S. and Meenakshy, D., 2013.
Conversion of braille to text in English, Hindi and Tamil
languages. arXiv preprint arXiv:1307.2997.

[6] Abualkishik, A.M. and Omar, K., 2008. Quranic braille
system. International Journal of Computer and
Information Engineering, 2(10), pp.3306-3312.

[7] Zhou, Z., Yang, Y. and Liu, H., 2022. A Braille Reading
System Based on Electrotactile Display With Flexible
Electrode Array. IEEE/CAA Journal of Automatica
Sinica, 9(4), pp.735-737.

[8] H. Kajimoto, N. Kawakami, T. Maeda, and S. Tachi,
“Electro-tactile display with tactile primary color
approach,” Graduate School of Information and
Technology, The University of Tokyo, Japan, 2004.

[9] Aranyanak, I., Reilly, R.G. A system for tracking braille
readers using a Wii Remote and a refreshable braille
display. Behav Res 45, 216–228 (2013).
https://doi.org/10.3758/s13428-012-0235-8

[10] Breidegard, B., Eriksson, Y., Fellenius, K., Jonsson, B.,
Holmqvist, K., & Stromqvist, S. (2008). Enlightened: The
art of finger reading. Studia Linguistica, 62, 249–260.

[11] Hughes, B. (2011). Movement kinematics of the braille-
reading finger. Journal of Visual Impairment and
Blindness, 105, 370–381.

[12] Wei-Haas, M., 2017. This Device Translates Text To
Braille in Real Time. Smithsonian Magazine.

[13] Shinali, M.C., Mnjokava, C. and Thinguri, R., 2014.
Adaptation of the curriculum to suit children with visual
impairment in integrated ECD centres in Kenya: a case of
Narok sub-county.

224

https://www.who.int/news-room/fact-sheets/detail/blindness-and-visual-impairment
https://www.who.int/news-room/fact-sheets/detail/blindness-and-visual-impairment
https://doi.org/10.3758/s13428-012-0235-8


The 10th Jordanian International Mechanical Engineering Conference (JIMEC10), 8-9 Oct. 2024 
 

  

 
Studying the Improvement of Production Processes at 
JOPETROL Lubricants Plant Using Lean Methodology 

 
Mohammad D. AL-Tahat 1, and Hisham M. S. Alghwiri 2* , Sa’ed Awni Musmar3 

 
* Corresponding authors: hisham.alghwiri@gmail.com; Tel.: +962 772155157.  

Abstract: The study aimed to implement the TOYOTA production system, and Lean approach to 
reduce the waste of filling volume of (5) liter production line during the processes in Jordan Petroleum 
Refinery, at the Lube Oil Plant from 2021 to 2022, by using the quality control and process 
improvement tools; Pareto chart, KIZEN, root-cause analysis, and five S, to identify the eight waste 
types. The results summarized revising the standard operation procedures for the system to contribute 
professional practices to minimize the volume of eight kinds of waste, and wide benefits from 
improving production processes, by controlling supply chains when applying the five S’s in the raw 
materials warehouse and controlling the ordered according to need, and the speed of obtaining 
information due to understanding the documenting work procedures correctly, and avoid excess 
processes, transportation, motion, waiting, and overproduction wastes. 
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1. Introduction 

Global marketplaces today make it more important than ever for companies to stay competitive 
by working smarter, not harder. The state of technology today makes it possible to gather and analyze 
a variety of data efficiently, which helps organizations better understand their operations and pinpoint 
areas where they may make improvements. 

 
In addition, the data are either not sufficiently examined or, worse, are incorrectly assessed, 

producing inaccurate findings (Subagyo et al., 2020). Since many organizations lack the skills 
necessary for data analysis, complex problem solutions frequently rely solely on intuition. More data-
driven judgments are required. 

 
Nowadays, with the economic inflation left by the political situation in the whole world, especially 

in the Middle East, and fears that are increasing after the Covid-19 pandemic passed, which can cause 
problems in the economy, such as poverty and unemployment, companies have become towards 
reducing operating costs in manufacturing processes and improving them continuously to maintain 
improvement and competition (Swanson and Santamaria, 2021). 

 
The industrial sector looks forward to searching for the best waste-free manufacturing practices, 

maintaining the continuity of the facility’s work within strategic plans, and advancing industry and 
products more, which hold for the industrial sector in Jordan to change the old work methodologies 
and replace them with approaches of entrepreneurship and sustainability for continuous improvement. 
Therefore, the Lean approach was applied for continuous improvement in the Jordan Petroleum 
Refinery Company - a lubricant plant for the manufacture of engine and industrial lubricants under the 
brand name (JOPETROL). 
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In the industrial sector, Lean tools have delivered more than 20 benefits. The top ten benefits 
mentioned are increased profitability and financial savings; minimized cost; reduced cycle time in 
production; improved key performance indicators; fewer defects; reduced machine breakdown time; 
reduced inventory; enhanced quality; and increased production capacity. Other soft benefits such as 
detecting different types of waste, improving employee morale toward inventive thinking, and 
lowering workplace accidents while applying the five S's of housekeeping procedures were highlighted 
in a few cases (Albliwi et al., 2015). 

 
The current performance measures and Key Performance Indicators (KPIs) are satisfactory for the 

top management, the company is looking to improve the efficiency of its work, keeping with global 
technological improvements in the production and packaging of products, and keep the market share 
in Jordan due to decrease of lubricants products consumption because spread the electrical vehicles, 
seeking to improve the level of performance and support success. 

 
The study aims to review the current state of the operations in the production sections and search 

for a solution to the observations and problems they face. The top management aspires to raise the 
level of factory performance and believes that the positive change to raise the performance level of the 
JOPETROL oil factory directly affects the efficiency of the entire plant, which leads to reducing 
operating costs and using resources better to increase profits and ensure the quality of products. 

 

2. Materials and Methods  

According to Krajewski et al. (2022), lean systems are "operational systems that optimize the 
value generated by each of a company's activities by eliminating waste and delays." The eight 
categories of waste are motion, defect, overproduction, waiting, underutilized resources, 
transportation, inventory, and over-processing. Lean systems' strategic features include process level 
consideration, supply chain level consideration, and the TOYOTA production system (TPS), which 
serves as an industry best practice example. 

The strategic elements of lean systems include continuous improvement, just-in-time, pull-and-
push workflow techniques, poka-yoke, the five (S) methodology, standard work, total predictive 
maintenance (TPM), heijunka, and jidoka. (TPS) reduced time and activity waste to achieve the best 
quality, lowest cost, and shortest lead time, as illustrated in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: The house of TPS (Krajewski, et al., 2022). 
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The notion of lean production (LP) is a continual improvement approach to waste detection and 
reduction in the manufacturing process. When it comes to lean, it all boils down to doing more with 
less: fewer time, inventory, space, people, and money. LP seeks to eradicate waste from supplier 
networks, customer relations, product design, plant management, and all other areas of the production 
process (Jha and Kumar, 2020). 

 

Table 1: The eight types of waste according to Krajewski, et al. (2022). 

NO. Waste Definition 

1 Overproduction 
Producing an item before it is required makes it difficult to spot flaws 

and results in long lead times and extra inventory. 

2 
Inappropriate 

Processing 

When lesser devices might suffice, expensive high-precision equipment 

is used. It leads to an overuse of costly capital assets. Smaller, more 

flexible equipment, well-maintained older machines, and combining 

process steps where possible all help to reduce waste associated with 

improper processing. 

3 Waiting 

Operators lose time due to unbalanced workstations because if one 

process step takes longer than the next, the operators will either wait 

idly or execute their jobs at a rate that makes it look like they have work 

to complete. Operators may also have to wait if a preceding process step 

fails, has quality concerns, is missing parts or information, or requires a 

lengthy switch. 

4 Transportation 

Extra product movement and material handling between operations, can 

result in product damage and deterioration without adding any 

consumer value. 

5 Motion 
Reaching, lifting, and walking requires unnecessary effort due to 

ergonomics. Jobs that require a lot of movement should be redesigned. 

6 Inventory 

Excess inventory hides difficulties on the shop floor, takes up space, 

raises lead times, and makes communication difficult. Overproduction 

and waiting result in work-in-progress inventory. 

7 Defects 

Quality faults lead to rework and scrap, as well as wasted expenses such 

as lost capacity, effort, higher inspection, and a loss of customer 

goodwill. 

8 
Underutilization 

of Employees 

The organization's lack of knowledge of the capabilities and creativity 

of its employees, for a long time 
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The production order in manufacturing processes originates with the customer and travels through 
a number of stages before arriving at the production lines. The production order flow of the JOPETROL 
company is depicted in Figure 2. 

 

Figure 2: The flow chart from receiving customer’s order to the actual production request in JOPETROL company 

The blending department confirms that raw materials are available in the right quantities once the 
manufacturing request has reached the production departments. Everything is set up for the mixing 
procedure. In order to create the final product, which is subject to detection and sample procedures 
before consenting to store it or send it to the final packaging department, JOPETROL depends on the 
blending stage, in which numerous components are blended in precise quantities. The high-level 
process map for the JOPETROL corporation is displayed in Figure 3. 

 
Figure 3: JOPETROL process map. 
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One of the most popular approaches in the services and industries is the lean approach. The goal 
of Lobo et al. (2018) was to examine how the oil and gas chain's operations use the Value Stream 
Mapping (VSM) tool. The review of published research in the Scopus database from 2012 to 2017 
served as the study's foundation. The study concluded that there is a research gap because no particular 
framework was utilized in the studies that used the VSM tool. 

 
The impacts of the variations in the filling machine volumes of (5) liters containers of oil product 

on the added value time and the total lead time were clarified by the researcher using the Current Value 
Stream Map (CVSM). Observations on the Thomason production line provided the data for the CVSM. 
This production line's CVSM is displayed in the figure below. 

 
 

 

 

 

 

 

 

 

 

 

 

Figure 4: Current value stream map for filling machine (5) liters. 

The CVSM shows that the total cycle time for the oil product equals 86 seconds (in the packaging 
department). The total lead time is 5 days and 182 seconds. The majority of the lead time in the 
production line (92%) or (167 seconds out of 182 seconds) is for the delay between actual filling and 
capping process which includes the manual calibration work due to the variability of oil volume. The 
containers exit the filling with a volume below or higher than the tolerance limits which requires 
corrective manual calibration. After ensuring that the volume of the oil containers is correct, the same 
operator manually inserts a cap on the container. The CVSM has been developed to illustrate the effect 
of the problem of volume variations for the oil product on the total lead time. It is clear from Figure 4 
that the variability in filling volumes has increased the total lead time and specifically the time between 
filling and capping which reached 167 seconds. 
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An average of 5.5% of oil products were categorized as faults between February and June 2021, 
according to reports from JOPETROL's Quality Control Department and data connected to the 
quantities recorded in the production line. Between February and June 2021, the total output and 
number of flaws in the oil product are displayed in Figure 5. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Total number of defects of the oil product between August and December 2021. 

The primary reasons behind the variation in volume filling for oil products in the production line 
machine are found using a cause and effect diagram, commonly referred to as a fishbone diagram. This 
instrument breaks down the rationale into categories about people, things, processes, machinery, and 
the environment (Smith et al., 2011). One of the fundamental instruments in the measure phase that 
seeks to identify the primary causes of the variability issue is the fishbone.  

  
Fishbone was created to identify the underlying causes through observations made on production 

lines, frequently asked questions, and interviews with management involved in the oil product. 
Initially, broad factors about the apparatus, humans, supplies, and techniques were determined. Each 
root cause, after that, was then categorized by the researcher under the relevant heading. The volume 
variability problem's fishbone diagram is displayed in Figure 6. 

 
Figure 6: Cause and effect diagram for the volumes variability problem 

 
The application of a fishbone diagram aids in the process of determining the underlying reasons 

of the issue of variation in the oil product's filling volumes. As seen in figure 6, six primary factors 
have been identified: measurement, materials, techniques, machinery, labor, and environment. Each 
category's underlying causes have been identified. 

0 5,000 10,000 15,000 20,000 25,000 30,000

Feb-21

Mar-21

Apr-21

May-21

Jun-21

Number of units

M
on

th
-Y

ea
r

Number of defects for products between February and 
June, 2021

Total production

Defects

230



The 10th Jordanian International Mechanical Engineering Conference (JIMEC10), 8-9 Oct. 2024 
  

 

3. Results and Discussion  

For oil products, the high and the low limit is 50 grams whereas the allowed tolerance by the 
Jordanian Standards is 75 grams for both high and low limits. Finally, a semi-automated handler is 
used to move the finished product to the pallet. Figure 7 shows the flow of processes in the production 
line for oil in JOPETROL company. 

 

 

 Figure 7: The processes in the production line 

Upon approval of the filling of the products, an eleven-stage production line is prepared as shown 
in the above figure. The production line is an intersection of human and machine factors. The 
manufacturing process begins with feeding the bottles manually as shown in the above figure and goes 
through the process of leakage testing, filling, printing, capping, induction, squeezing, weight 
checking, reflecting, packaging, and ending with placing the product on the pallet by the worker. 

 
The methods used are one of the main reasons for the emergence of the problem. There may be a 

defect in the conversion from unit volume to weight since the density of oil differs from the density of 
water. The calibration of the filling nozzles is one of the most prominent problems related to the 
methodology, and the calibration that is done on the scales periodically can cause this kind of problem. 

 
Problems caused by the machine may be a result of miss-calibration, wrong in the machine’s 

sensors, the presence of some electronics or mechanical problems, interruptions in the air pressure 
entering the machine, and the occurrence of rust or corrosion in the pipes. It is possible that the human 
being is one of the factors that cause the problem of differences in volume filling, for example, there 
may be problems in measuring, converting, or reading the scale. 

 
These problems may arise as a result of the lack of regular maintenance or mistakes in manual 

calibration. Lack of training and non-compliance with operation procedures may lead to the variability 
of volume filling in the production line. 

3.1. Statistics 

3.1.1. The boxplot is a graph that identifies the outliers in the dataset which may support the 
conclusions of the previous descriptive statistics. Figure 8 shows the boxplot for the filling weight 
dataset between February and June 2021. 
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Figure 8: Boxplot for the filling weight dataset under analysis 

3.1.2. During analysis all plots except the (for observation 1) have outliers. The results of the first 
observation have a mean value close to the target filling weight rate, the first observation is usually 
taken in the morning (at the beginning of work) which can be a reason for the result. The second 
observation indicates the presence of three outliers’ points that usually have a cause. It appears that the 
average weight of the filling in the second observation is higher than the average weight of the first 
observation. 

3.2. Control Charts page 56 theasis 

 
Bulleted lists look like this: 

 First bullet 
 Second bullet 
 Third bullet 

Numbered lists can be added as follows: 

1. First item 
2. Second item 
3. Third item 

The text continues here. 

3.2. Figures, Tables and Schemes 

All figures and tables should be cited in the main text as Figure 1, Table 1, etc. 
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(a) 

 
(b) 

Figure 1. This is a figure, Schemes follow the same formatting. If there are multiple panels, they 
should be listed as: (a) Description of what is contained in the first panel; (b) Description of what 
is contained in the second panel. Figures should be placed in the main text near to the first time 
they are cited. A caption on a single line should be centered. 

Table 1. This is a table. Tables should be placed in the main text near to the first time they are 
cited. 

Title 1 Title 2 Title 3 
entry 1 data data 
entry 2 data data 1 

1 Tables may have a footer. 

3.3. Formatting of Mathematical Components 

This is an example of an equation: 

a = 1, (1)

the text following an equation need not be a new paragraph. Please punctuate equations as regular text.  
Theorem-type environments (including propositions, lemmas, corollaries etc.) can be formatted 

as follows: 

4. Conclusions 

This section is not mandatory, but can be added to the manuscript if the discussion is unusually 
long or complex. 
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